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Abstract

A new original code for solving the 3-D relativistic and bounce-averaged electron drift
kinetic equation is presented. It designed for the current drive problem in tokamak with
an arbitrary magnetic equilibrium. This tool allows self-consistent calculations of the
bootstrap current in presence of other external current sources. RF current drive for
arbitrary type of waves may be used. Several moments of the electron distribution function
are determined, like the exact and effective fractions of trapped electrons, the plasma
current, absorbed RF power, runaway and magnetic ripple loss rates and non-thermal
bremsstrahlung. Advanced numerical techniques have been used to make it the first fully
implicit (reverse time) 3-D solver, particularly well designed for implementation in a chain
of code for realistic current drive calculations in high 3, plasmas. All the details of the
physics background and the numerical scheme are presented, as well a some examples
to illustrate main code capabilities. Several important numerical points are addressed
concerning code stability and potential numerical and physical limitations.
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Chapter 1

Introduction

The determination of the electron distribution function has a crucial importance in the
tokamak plasma physics, since the toroidal current density profile that is mainly driven by
electrons is intimately linked to the magnetic equilibrium and confinement performances
[?]. Therefore, accurate and realistic calculations must be carried out, with the additional
requirement of an optimized numerical approach, in order to reduce as much as possible
both memory storage and computer time consumptions. The latter point is especially
important, since kinetic calculations must be incorporated in a chain of codes for self-
consistent determination of all plasma properties [?].

In this document, an extensive presentation of the fast solver for the linearized elec-
tron drift kinetic is presented. This is a completely new tool based on previous numerical
developments [?], that is designed for realistic calculations of the electron distribution
function in the plasma region where the weak collision banana regime holds. It incorpo-
rates the major physical ingredients that must be taken into account for describing the
corresponding physics in a fusion reactor, namely relativistic corrections, trapped particle
effects, arbitrary magnetic equilibrium for high f, regimes. For this purpose, both zero
and first order kinetic equations with respect to the small drift approximation are solved,
which allows to determine self-consistently boostrap current with any type of external
current source (RF, Ohmic,...) at any point of the momentum space, and not only at the
trapped-passing boundary as done in a previous attempt [?]. Basically, the code gives
access to the neoclassical physics dominated by collisions between charged particles, for
non-Maxwellian electron distribution functions. Therefore, it is particularly well suited
for accurate current drive estimates in advanced tokamak regimes, including ITER, where
locally, bootstrap current may strongly interplay with external current sources (ITB, edge
pedestal in H-mode. .. )

Besides these physical properties, the code offer also the possibility to incorporate any
type of fast electron radial transport (collision, turbulence or wave induced), which may
be a key ingredient for the local control of plasma properties [?]. Written in a fully con-
servative form, the code naturally conserve the electron density, but also momentum for
the current drive problem, keeping first order term of the Legendre polynomial expansion
of the Beliaev-Budker collision operator [?]. As usual, several useful moments of the elec-
tron distribution function are calculated, namely the current density, the absorbed power,
the fraction of trapped electrons, the magnetic ripple losses [?] and the bremsstrahlung
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1. Introduction

emission [7].

Advanced numerical techniques have been used, so that memory storage requirement
can be strongly reduced, while keeping fast convergence rate. For this purpose the elec-
tron Drift Kinetic equation is solved by the standard finite difference technique, which has
proven so far to be the fastest numerical approach among all possible alternative tech-
niques. Furthermore, this method is particularly well suited when large discontinuities of
the diffusion or convection rates have to be considered, a case that occurs frequently when
kinetic and ray-tracing calculations are coupled.

Since in most cases, the steady-state solution is seeked with respect to the largest time
scale (collision or fast electron radial transport)!, the appropriate technique is the well
known upwind time differencing, corresponding to the fully implicit time scheme, whose
characteristic is to be almost unconditionally stable with respect to the time step value At.
Nevertheless, the code offers also the possibility to investigate time dependent problems,
with the usual Crank-Nicholson time differencing, which enables accurate time evolution.

The bounce-averaged Drift Kinetic equation is basically a 3 — D problem, 2 — D in
momentum space (slowing down, pitch-angle) et 1 — D in configuration space (radial
dimension). Up to now, in order to reduce memory storage requirements, the numerical
time scheme was based on the operator splitting technique, where both momentum and
spatial dynamics evolved separately. If this approach turns out to be very fruitful, it has
the drawback to slow down considerably the convergence towards the steady state solution,
since only small time steps may be used for numericaly stable convergence. Therefore, the
advantage to use fully implicit time scheme for each sub-space in hindered by this strong
limitation, especially when radial transport of fast electrons must be taken into account.
In order to avoid this problem, a fully implicit time scheme is considered, where both
momentum and spatial dynamics are simultaneaously considered, so that no limitation
occurs on the time step, which may be several order of magnitude larger than the collision
reference time. However, this method requires a new technique for matrix inversion, in
order to keep memory storage at an acceptable level. Indeed, with usual mesh sizes,
the standard LU matrix factorization techniques does not hold anymore since matrices
requirement may reach several giga-Bytes. An alternative approach is therefore absolutely
necessary.

This critical point has been addressed by using advanced inversion techniques, based on
incomplete LU factorization with drop tolerance. Since most of the off-diagonal coefficients
of the matrices L and U are very small, one may take advantage to remove them so that
the sparsity of the matrices can be greatly enhanced. Memory storage requirements can
be therefore reduced drastically by one or two orders of magnitude with this pruning
method, depending upon the initial matrix preconditioning, while only coefficients that
are relevant of the physics problem here addressed are kept. Furthermore, computer time
consumption can be also reduced, since the number of non-zero coefficients is considerably
reduced. This method is similar to the strongly implicit method used for factorizing nine
diagonal matrices [?], except that in this case, no restriction takes place regarding the
number of diagonals. However, to take full benefit of this approach, the non-zero elements

!The energy transport time scale is usually on order on magnitude larger than the largest characteristic
time for current drive calculations, except in tokamaks of small size, where time ordering here considered
in the model must be likely revisited
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of the matrix which is inverted must lie predominantly along diagonals. Therefore, it may
be applied for solving the zero and first order bounce-averaged Fokker-Planck equations,
whose structures are well suited for this purpose, though coefficients arrangement can
be complex, owing to the radial dependence of the internal trapped-passing boundary in
momentum space, especialy when transport in configuration space has to be considered.

This approach has been very successfuly implemented for the electron Drift Kinetic
problem in tokamaks, using the MatLab language, which provides a built-in function
for incomplete LU factorization with drop tolerance, and several very efficient iterative
inversion tools, like the Conjugate Gradient Squared method for solving the system of
linear equations. It is important to recall that this method is also available in FORTRAN
programming language?, under the package name SPARSEKIT that has also parallel pro-
cessing capabilities [?]. Moreover, the very compact MatLab programming syntax allows
to design the code structure in an original way, using multidimensional objects that de-
scribe simultaneously momentum and configuration space dynamics, but also wave-particle
interaction. This makes the code particularly robust and easy to maintain.

In the document, the physics and numerics issues of the code are detailed, and an
extensive discussion of the underlying assumptions is presented. A specific attention is
paid to derive matrix coefficients in a fully consistent manner, a crucial issue especially
for an accurate and robust estimate of the current drive efficiency for the various methods
used in tokamaks. Some examples are shown to illustrate code performances, though
still numerous possibilities remain to be investigated but are beyond the purpose of this
document.

Aside from present day code capabilities, it is important to notice that the new nu-
merical approach, here used, gives access to new physics domains that have never been
studied accurately like wave-induce radial transport [?]. Furthermore, since the algorithm
used is fast and stable, possible extensions to 4 — D problems may be foreseen like in the
plateau collision regime (current drive at the very plasma edge), as well as studies of the
difficult problem of electrons that are locally trapped at different spatial positions, like
in stellarator. In addition the code may be extended quite in a straightforward manner
to the multi-species problem, taking into account for example of the non-linear damping
of the a-particles produced by fusion reactions on the electron population. However, the
ion physics requires to perform orbit-averaging instead of bounce-averaging, because of
the large banana width of some particles, a challenging issue for kinetic solver based on
a finite difference technique. Such a requirement is crucial for describing torque induced
by waves. Nevertheless, beside this difficulty, the code is already fully designed to take
benefit from parallel processing, if the dynamics of various species must be studied. In
particular, non-uniform momentum and pitch-angle grids are already implemented, so that
refined calculations can be performed for the ions at low velocity, while accurate ones up
to relativistic energies may be considered for the electrons.

2Useful informations are available on the website of Pr. Yousef Saad at the following internet address
http://www-users.cs.umn.edu/ " saad/
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Chapter 2

Tokamak geometry and particle
dynamic

2.1 Coordinate system

General and specific properties of curvilinear coordinate systems are detailed in Appendix
A. In this work, vectors are written in bold characters, like v, except unit vectors, which
are covered with a hat, like v.

2.1.1 Momentum Space

Because we consider gyro-averaged kinetic equations, it is important to use coordinates
with rotational symmetry in order to reduce the dimensionality of the problem. Two
different momentum space coordinates system are considered here:

e First, the cylindrical coordinate system (p” ,D1, <p), where p)| is the component of the
momentum along the magnetic field, and p, is the component perpendicular and ¢
is the gyro-angle. This system is defined in (A.212) and shown in Fig. 2.1. The
cylindrical coordinate system is the natural system for wave-particle interaction, or
also the effect of the electric field.

e Second, the spherical coordinate system (p,&, ), where pis the magnitude of the
momentum, and £ is the cosine of the pitch-angle. This system is defined in (A.247)
and shown in Fig. 2.1 as well. The spherical coordinate system is the natural system
for collisions. It is the primary system, used in the Drift Kinetic code, for an accurate
description of collisions.

2.1.2 Configuration Space

The particular toroidal geometry of tokamaks requires to use specific coordinates, in order
to make use of symmetry properties such as axisymmetry, and takes into account the flux-
surface magnetic configuration. Three different configuration space coordinates systems
are considered here:
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cmem X

Figure 2.1: Coordinates systems (p”, P, <p) and (p, £, p)for momentum dynamics

e First, the toroidal coordinate system (R, Z,¢), where R is the distance from the
axis of the torus, and Z the distance along this axis . This coordinates system and

the corresponding local orthogonal basis vectors (ﬁ, Z , 5) are defined in (A.61) and

shown in Fig. 2.2. This coordinate system conserves the largest generality in the
magnetic geometry.

e Second, the poloidal (polar) coordinate system (7,6, ¢) assumes the existence of a
toroidal axis at constant position (R, Z,) which is typically the plasma magnetic
axis, corresponding to the position of an extremum of the poloidal magnetic flux
¢ (which can be arbitrarily chosen as i» = 0). This coordinates system and the
corresponding local orthogonal basis vectors (?, 5, gg) are defined in (A.94) and shown
in Fig. 77.

e Third, the flux coordinate system (v, s, ¢) is the natural system when we describe
particles which are confined to a given flux surface 1. This coordinates system and

the corresponding local orthogonal basis vectors ({Z)\, s, gg) are defined in (A.136) and
shown in Fig. 2.4

. The vector zZ is perpendicular to the flux surface, while s is parallel to the surface,
and included in the poloidal plane. The distance s is the length along the poloidal

magnetic field lines. We can choose its origin as being at the position of minimum
B-field amplitude within a flux-surface.

B (¢,s =0) =min{B(¢,s)} = Bo (¢) (2.1)
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Coordinate system 2. Tokamak geometry and particle dynamic

cmeImn

Figure 2.2: Coordinates system (R, Z, ¢).

Note that from now on, and all along this paper, the subscript 0 refers to quantities
evaluated at the position of minimum B-field on a given flux-surface. The direction
of evolution of s is counter-clockwise and the limits spyin (V) and spax (¢) are set at
the position of maximum magnetic field

B (1,8 = Smin) = B (¥, $ = Smax) = max {B (¢, $)} = Bmax (¥) (2.2)

e The system (1,60, ¢) is an alternative to the previous system, which is used to im-

plement numerically the calculation of the bounce coefficients. One advantage is
that the 6 grid is now independent of v, which simplifies the numerical calcula-
tions. On the other hand, the contravariant vectors Vi and V@ are not orthogonal,
and therefore are not respectively colinear with the covariant vectors 90X /9v and
0X/06. The properties of this curvilinear system are detailed in Appendix A. We
also define, for geometrical purposes, a flux-function p (¢) which coincides with the
normalized radius on the horizontal Low Field Side (LFS) mid-plane. Indeed, in an
axisymmetric system, using the functions R (¢, 6) and Z (¢, 0), we define p (¢) as

_ R(¢70) _Rp

p () R — 1)

(2.3)

with 0 < p < 1 by construction, and where Ryax = R (¥max,0) is the value of
R on the separatrix as it crosses the mid-plane. Here a, = Rpax — R, is defined
arbitrarily as the plasma minor radius since this definition merges with the exact
one for circular concentric flux-surfaces. The 2 — D outputs from the axisymmetric
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=
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Figure 2.3: Coordinates system (r, 0, ).

equilibrium code HELENA are given on the (¢, 6) grid [?]. The system (v, 0, ¢) will
be used from now on.

2.2 Particle motion

2.2.1 Arbitrary configuration
Transit or Bounce Time

Normalized Expression The transit, or bounce time, is defined as the time for a
passing particle to complete a full orbit in the poloidal plane, and for a trapped particle
to complete half a bounce period. Note that this is possible only in the approximation of
zero banana width. Otherwise, the bounce motion would be no longer symmetric in the
forth and back motions, and both would need to be accounted for. We define then

Smax dS Smax dS B
_ ds _ ds B 2.4
nw)= [ 15 (2.4)

min min
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Figure 2.4: Coordinates system (v, s, ¢).

where v; is the guiding center velocity along the poloidal field lines, and v is its velocity
parallel to the magnetic field. B is the magnitude of the magnetic field, while Bp is the
magnitude of its poloidal component as shown in Fig. 2.5. The limits sy, and Spax are
defined in (2.2) for passing electrons, and are the positions, along the field lines, of turning
points for trapped electrons.

The differential arc length ds along the poloidal field line is generally expressed in
curvilinear coordinates (u',u? u?) as (A.13)

ds = 1/ gijdutdu’ (2.5)

where the g;; are the metric coefficients, defined in (A.12). In the (¢, 0, ¢) coordinates, the
variations di and d¢ are essentially zero along the poloidal field line. As a consequence,
(2.5) becomes

ds = w/QQQdQ (2.6)

The velocity and momentum are related through the relativistic factor « (p) introduced
in Sec. 6.3.4, and therefore, we have

APl (2.7)

in the weak relativistic regime of tokamak plasmas, where the pitch-angle cosine & is
defined in (A.247)
We get

or  [fmax o & B
7 () ool /emin V92 B, (2.8)
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v

cmem P

Figure 2.5: Guiding center velocity definition

where &g is the pitch angle cosine at the position 8y of minimum B-field
00 =0(B = Bo (1) (2.9)

and the limits O, and 0.« will be calculated in the next subsection.
The bounce time can be normalized as such:

. QWRpa(w)

7 (¥, 60) = W)\ (¥, o) (2.10)
ith
: Ao = s [ TS .11
SV T GW) Jo, 27 Ry € Bp '
d
N %@Z/%wﬁmB (2.12)
W=, 2 R, Bp '

The bounce time is normalized to the transit time of particles with parallel momentum
only, such that A (¢, +1) = 1.
The covariant metric element g2 is given by (A.10)-(A.12), which is in the (¢, 6, ¢)

system becomes (A.192)
r

V922 = [JVY x V| = —— (2.13)
5
Consequently, the normalized bounce time takes the form
1 [Pm=xqgg 1 r B
A(w,éo)=~/9 @ 1 rB& (2.14)

qw) min 27 ‘{[)\?‘ Rp Bp §

d9 1 r B
q( =/ T 1P B 2.15

with
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2.2. Particle motion 2. Tokamak geometry and particle dynamic

Particle Motion in the Magnetic Field The particle motion along the magnetic field
lines exhibits one constant of the motion, the energy (or the total momentum p), and an
adiabatic invariant, the magnetic moment p. They are given by the equations

p* =i + 1] (2.16)
2
i

_ 2.17

h= 5 B (2.17)

such that, as a function of the moment component (P||07 P J_O) at the location 6y of minimum
B-field, we have
Pl +1j =1pho + 0 (2.18)
i Py

Using the transformation (A.250-A.251) from (p”,pL) to (p, &), the system (2.18-2.19)
becomes

(2.19)

»* =p} (2.20)
1-¢ _1-¢
BW.0)  Bi(v) 221
We get an expression for £ as a function of &j:
£(,0,6) = o\/1- W (,0) (1 - &) (2.22)

where o = sign () = sign (v)) , and W (¢, 0) is the ratio of the total magnetic field B to
its minimum value By
_B®,0)

v(w.0) = By (¢)

The trapping condition is given by [£y| < &or () , where &y (¢) is the pitch angle,
defined at the minimum By (1)) on a given flux-surface, such that the parallel velocity of
the particle vanishes at the maximum Bpax (¢). An expression for {yr (¢) can then be
obtained from (2.22): setting £ (o7, B = Bmax (¥)) = 0, we get

(2.23)

By ()
2 0
=1—- —" 2.24
The turning points are
. | —m  for passing particles
Ormin (¥, €0) = ’ 07 min  for trapped particles (2.25)
T for passing particles
Omax (1), &0) = ‘ prssmé b (2.26)

Ormax for trapped particles
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2.2. Particle motion 2. Tokamak geometry and particle dynamic

We can determine the turning angles 07 in (1, &) and 07 max (¥, &) as the position
where £ (1,6,&)) = 0. At this position, we have B = By, (¢, &), where By (1, &) is then
given by (2.22)

By (¢, %) = Do (1/}2) (2.27)
1-¢&;
so that
GTmin (’(/), fo) =0 (B =By ‘9 < 90) [27‘(] (2.28)
07 max (1/), fo) =40 (B =By ‘(9 > 90) [27T] (2.29)

where 6 is given by (2.9).

Calculation of A (¢,&)) From the Output Data of Equilibrium Codes The nu-
merical calculation of A (¢, &y) can be carried from the output of any magnetic equilibrium
code. In the kinetic code here considered, we use HELENA for magnetic flux surface cal-
culations [?], since it is used in the the CRONOS tokamak simulation package [?].

Data are assumed to be the parametrization of the flux-surfaces R (¢, 6) and Z (1, 0),
and the three components of the magnetic field Bg (1,6), Bz (¢,6) and By (¢, 6). From
these components we derive directly the toroidal and poloidal components of the field, as
well as the total field:

BT (7%9) = ‘B¢ (77/}79)‘
Bp (1,60) = \/ B} (1,6) + B} (,0)

B(4.6) = /B3 (4,6) + B} (1.6) (2.30)

and also
R, = R(0,6) (2.31)
Z,=7(0,0 (2.32)

We also have an expression for r

r(,0) = (R (,0) = Ry)> + (2 (1,0) — Z,)’ (2.33)

and, using relation
P=(FR)R+(7-2) 2
_ (R(wﬂg)_RP)ﬁ_'_ <Z(w7e>_ZP>Z (2.34)

r r

that can be easily deduced from vector relation in Fig. 2.2, we get an expression for the
scalar product

(Vo R) (R (,0) = Ry + (Vo 2) (Z(4,0) - 2)
rIvl

(2.35)
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In a toroidal axisymmetric geometry, the magnetic field can be expressed generally as

B=1())Vo+ Vi x Ve (2.36)
so that
I
Br = 11 )][ve] = T\ (2.37)
By = [vul|ve] = ¥ (2.38)
We also have
Br =1 () Vo = Byo (2.39)
Bp = Vi) x V¢ = —Bps (2.40)
and therefore
Vo x Bp = Vo x (Vi x Vo) = |Vo|* Vi (2.41)
so that Vo x B
X P ~
=" _R¢xB .
Vi oP ¢ x Bp (2.42)
and we have the projections
(w - fz) — RR-$ xBp = —RBy (2.43)
(vw : 2) — RZ-$ x Bp = RBp (2.44)

Finally, the expressions for the normalized bounce time A and ¢ that are used in
numerical calculations are

1 gy B[B-RY+(Z-2)] ¢
Mi&o) =20 /9 2w Ry Br(Z—Z,) Bz (R-Rye P
with { , 2}
. 2 g B[(R-R)’+ (27,
i) = | 9% R, [Br(Z — Z,) — B7 (R Ry) (2.46)

where R, Z, B, Bz and B are functions of (¢, ), and ¢ is a function of (¢, 0, &p) given by
(2.22).

Safety Factor ¢(v¢) The (averaged) safety factor ¢ is defined in Ref. [?] in a general
way as

o) = 5 () (247

where V' is the volume enclosed by a flux-surface and () denotes the flux-surface average.
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It can be expressed as

Ao [P dp J
-7 @ @ J '
q(¢) =1(¥) /0 o )y R (2.48)
where the Jacobian J is given by (A.195)
J= |V x V-V
_ Rr
vl |7
1
== (2.49)
g
where (2.40) is used
We obtain )
Tdo 1 r
-7 hd 2.50
Q(w) 1/} 0 It )¢ ?) BPRQ ( )
and, using (2.36), we finally have
"dd 1 r By
= —_—— = 2.51
o) = [ 5] R (251)

The expression of g (1) and its relation to ¢ () in the simplified case of circular con-
centric flux-surfaces will be addressed in sub-section 2.2.2.
Using (2.33) and (2.35), we find the expression

(2.52)

o (R—Ry)*+(Z-2,)* B
q(¢)—/0 “ [ g

%R’BR (Z_Zp) — Bz (R_Rp)‘

that is convenient for the numerical evaluation.

Toroidal Extent of Banana Orbits

We are interested in calculating the toroidal extent of banana orbits, that is, the toroidal
angle corresponding to the path done by a trapped particle between two turning points.
It is given by
¢max
A¢ = d)max - ¢min = / d¢ (253)
(Z)min
and can be expressed as a function of the length element di along the path, using
(A.198)
l(¢max) d¢ /l(¢nlax) dl (¢)
!

Ad= di(Q) iy = —— 9.54
v I(Pmin) (@) dl (¢) (éwmin) R ( )
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The poloidal and toroidal elements are related through the local angle of the magnetic
field,

dl Br
dl(((g) ~ Bp (2.55)
so that [(¢max) do I(Omax) 1 By
e /lwmm) (@) di(¢) /zwmin) 2B, M0 (2.56)
Using (A.197), we get 9
Ao— [ Tap LI Br (2.57)
Omin ‘¢ 7’:‘ R Bp

Defining the integral

Omax
o) = [0 m;glﬁ (2.5%)
we find that the toroidal extent of banana orbits is
% = qr (¥, &) (2.59)
Note that at the trapped/passing limit, we have
i 52— r (b 6or) = () (2:60)

Therefore, we retrieve the interpretation of the safety factors, which is the number of
toroidal rotations A¢ /27w for one poloidal rotation.

Bounce Average

In order to reduce the dimension of kinetic equations, it is important to define an average
over the poloidal motion, which anihilates the term that accounts for the time evolution
of the variations of the distribution function along the field lines. The natural average is

11 Smax (g
= [2 ZL/S o (2.61)

o min

where the sum over o applies to trapped particles only.
It can be rewritten in terms of the normalized bounce time A using expression (2.11)

11 Omax 40 \/922 B &
{A}—Aa[z ZGZL/O o B Bl (2.62)

min
or

1|1 fma gy 1 r B &
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using relation (2.13).
Another expression uses the output data from equilibrium codes. Following the work
in the previous section, we find

1|1
P

or explicitely

/Hmax d B [(R ~ R +(Z - Zp)ﬂ fOA (2.64)
0

i 2T Ry|BR(Z — Z,) — By (R—Ry)| €

T

-1

X

| o as B[(R—Rp)2—l—(Z—Zp)2] &
W= Bz 7 B E T ¢

min

! o g BBR-RP+(Z-2)]
[2Z]T/9 %RP|BR(Z*Zp)*BZ (R*Rp)|EA (265)

o min

The bounce averaging of momentum-space operators in the kinetic equations leads to
a set of coefficients that all have a similar structure, denoted Mg ;., and Ag; ,, which are

define as
£(,0,60)\" Ro(¥) \™ | Akm (¥, €0)
{(fo) v (1, 0) <R(¢,9)) } =T W6 (2.66)
and
(L9 v ()} - B8
0 5 5 S0
where
Ro (¥) = R (4, 60) (2.68)

Note that by definition, Ag o = A. In addition,

Aiim  for passing particles

Akl = ‘ 0 for trapped particles (2.69)

2.2.2 Circular configuration
Parametrization of the Flux-Surfaces

In this case, we have 1) = v (r) and therefore it is easier to work in the (r, 6, ¢) coordinate
to account for the symmetry in the problem. The normalized radius is

p(¥) = o (2.70)
We have now R
V=T (2.71)
so that (A.113)
V922 =71 (2.72)
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Magnetic Field
The toroidal field is

R (r,0)
and the poloidal field is
[V (r)]
B 0) =
P (T, ) R(T’, 0)
where @ ()| _ 1 |dvip)
76 (1 =| 40 = - |24k
is now only a function of r or p.
The total field is then
¢ﬂ )+ Vo ()
R (r,0)

and can be written as

B (r,0) = By (r)

with

12 (r v (r)]?
. R );;J % (r)

Consequently, we ratio of magnetic fields ¥ as defined in (2.23) becomes

V00 = g
and
B /PO NP R
Bp [V (r)] IV (r)]?

is a function of r only.

Safety factor

The safety factor given by expression (2.51) becomes

m_/%WT&pﬂﬂﬁ/%W&
=), 2*RBp R,Brl, 27 R

The averaged value of R,/R is evaluated in (?7). It gives
/2” df R, 1
ot R
o 1—(r/ Rp)2

27
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so that ) B
O ——h (2.83)

1 — (r/Ry)* oo BP

Note that in the factor /1 — (r/ Rp)2 is usually neglected, which is valid only in the
large aspect ratio approximation, i.e. when the inverse aspect ratio € defined as

= — 2.84
=% (284)
is much less than unity.
Particle Motion
Using relation (A.95),
R(r,0) = R, +rcosf (2.85)

and recalling that the minimum B-field By corresponds to the poloidal angle value in that
case

0y =0 (2.86)

we find
Ruin(r) =R, —r=R,(1—¢) (2.87)
Rupax (1) =Ry +r=R,(1+€) =Ry (r) (2.88)

Therefore, the expression (2.79) becomes

1+e

U(p, ) = ——— 2.
(p.9) 1+ ecosb (2.89)
and using relation (2.77)
1+4e€
Buax (1) = By (1) T—: (2.90)
expression (2.24) is
e () = o (291)
D A :

The pitch-angle cosine ¢ is then given by combining relations (2.22 ) and (2.89)

1+e¢
1+ ecost

£(r,0,&) = o\/l (1-¢2) (2.92)

and the the turning angles are obtained from expression (2.27), or in the present notation

By (1)

B (r,01) = By (1,&0) = 5 (2.93)
1-&
Using relation (2.89), one obtains
I+e By (r
By (r) _ Bo(r) (2.94)

" 1+ecosfp 1—¢&
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2.2. Particle motion 2. Tokamak geometry and particle dynamic

and then ) 0 (1 o)
2 + ecosOr €(1l —cosfr
—1_ — 2.95
& e e (2.95)
so that
263
01 = arccos |1 — —+ (2.96)
Sor
and finally by symmetry
OT min = —0r (2.97)
9T max — 9T
Bounce Time
Using (2.72), the normalized bounce time reduces to
Oome
€ [Ymaxdf &y B
A == — = 2.98
(T7 60) qu/evmin 27T é- BP ( )
with, using definition (2.15)
. T df B
— i 2.99
i) = [ 5 (299)

Because B/Bp only a function of r, as seen in (2.80), and can be taken out of the
integrals, we get finally

fmax dp)
A(7",£o)=/ %5; (2.100)

This integral can be performed analytically in a series expansion whose coefficients
are calculated in (??). Note that in the case where By > Bp and in the large aspect
ratio approximation € < 1, we have ¢ (r) — ¢ (r), which explains the notations, and the
introduction of pseudo safety factor like ¢. Other new definitions of pseudo safety factors
will be introduced throughout the next sections, based on similar arguments.

29



Chapter 3

Kinetic description of electrons

3.1 Boltzman equation; Gyro- and Wave-averaging

In the kinetic description, electrons are described by a distribution function f (r,p,t),
which gives the density in phase space of particles with a momentum p at a position r and
at time t. The particle conservation equation in phase space is the Boltzmann equation

0 0
ai:—i—V-Vr]H—qe[E(lr,t)—i—v><B(r,t)]-fo:8];C (3.1)
where o7
5(}50(]‘“) (3.2)

is the collision operator. The fields E (r,t) and B (r,?) are assumed to consist of time-
independent macroscopic fields E (r) and B (r) and fields associated with plane waves.

E(rt) = B(r)+ / Fei(kr =) gic (3.3)

B(r,t) = B(r)+ / Bye! k=<t gk (3.4)

Because we are interested in solving the kinetic equation on the bounce and collisional
time scales, we need to average over the faster time scales, which are the gyromotion and
the wave oscillation.

. . . 2

Performing a time-averaging |,
scale from the equation, to give

/% dt of the equation (3.1) removes the fast wave time

%+v-vr?+qe [E(r)+v xB(r)] - Vpf
a? 2mfw - ~
= &C_/O dt Z(qe[Ek+VXBk]'vpf) (3.5)

k
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3.1. Boltzman equation; Gyro- and Wave-averaging 3. Kinetic description of electrons

where o/

is the wave-period averaged distribution function. The time derivative in the first term of
(3.5) implicitely refers to times longer than the wave period w.
Under the assumption of a strong magnetic field, such that the gyrofrequency €.

B
Qe _ Qe
YMe

(3.7)

is much larger than both the collisional frequency and the bounce frequency, we can expand
the distribution function

f=fo+fi+fot - (3.8)
with a small parameter
Wh Ve
0 Q. " (3.9)

The zero order equation becomes
qev X B(r) - Vpfo=0 (3.10)

We have, in the (PH,]M, go) space defined in Appendix A,

v=——P (3.11)
Y (p||apL) Me
with the momentum being given by relation (A.214)
p=pl+p.L (3.12)
and the gradient by expression (A.239)
— Of~ Of ~ 1 0f .
Vof=+—l+7—L+—7=0 3.13
P apy ” Op1L  pLOy (3.13)
In this system, by definition, R
B(r)=B(r)]| (3.14)
so that the gyromotion operator becomes
@vxB(r) Vy = Qo (p X ”) Vof
0
= —Qc— 3.15
= (315)
The equation (3.10) becomes consequently
dfo
— =0 3.16
e (316)
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and therefore f, is independent of ¢. The first order equation is

dfo
ot

0fo
ot |

+v- V5 +aE(r) Vpfo+¢vxB(r) Vpf

_ /OQW/W dt g <qe [Ek +v x ]~3k] -fo) (3.17)

The last term in the equation (3.17) has been calculated by Lerche for a uniform
plasma, in the form of a quasilinear operator Q ( f). We can rewrite

— dfo
C = 3.18
()= 5| (318)
B 27 fw _ .
2 (Fo) :—/ dt Z(qe [Ek+vak] -vpf) (3.19)
0 k
Performing the gyro-averaging f027r dp on the kinetic equation (3.17), we find, using
(3.16), that
2m s s
fo _ 9fo
dp — = — 3.20
/0 Yot T ot (3:20)
and
2m - 27 - N
/0 dpv-Vifo= /0 (dp v) - Vefo= Vg - Vi fo (3.21)

where v is the electron velocity along the guiding center.
Concerning the electric field, we decompose the gradient in momentum space using

(3.13)

2 o N o 27 8f 8f 8?
de ¢.E(r) -V = eEr-/d[0+ °¢+——°A 3.22
[ deaB ) Vofo = aBw [ dp| 5T 0T S50 (2
dfow
= ¢g.—E(r
e B
of /% 7
+ge=——E(r) - dp L
op. (r) v
27 ¥3
Ge afOA
+—E(r / dp—— 3.23
o (r) L (3.23)
and, using
27 R
/ del = 0 (3.24)
0
27 8?0 - /27r 8@ - /27r R
dp—p = — dp—— = del =0 3.25
/0 v o0 fo0 & fo0 @ (3.25)
we obtain ) _
& 0
| deaB) VaFo = 0By 050 (3.26
0 Ip|
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The gyromotion term is averaged to zero

2 - - 2w a?l
dp qev x B (r) - Vpfi =—Qc dy D = 0 (3.27)
0 0 ¥
so that we get finally

dfo

It + Vge - Vefo+ g E|m— a o (r) fo = (fb) +Q (ﬁ)) (3.28)

This equation is called electron drift-kinetic equation. Renaming the guiding-center
distribution function fy = f (r,p,pL,t), E(r) = E(r) and B(r) = B (r), we get

of

o Ve VI =C(N)+ Q) +E(f) (3.29)

where we define an electric field operator

E(f) = —qeB) (r) f (3.30)

Ip)

Implicitely, the time scale here considered is so that ¢ > (27 /w,27/€) .

3.2 Guiding-Center Drifts and Drift-Kinetic Equation

As shown in previous section, for axisymmetric plasmas, the electron drift kinetic equation
may be expressed in the general form

o v Vi =C)+ QU +EW) (331

where f = f(p,&,1,0,t) is the guiding-center distribution function.

In tokamaks, it can be shown that the guiding center velocity vy may be decomposed
into a fast parallel motion along the field lines, and a vertical drift velocity vp across the
magnetic flux surfaces R

Vge = U”b +vp (3.32)

From the general expression (2.36) of the magnetic field B,
B=1()Vé+Vix Ve (3.33)

one obtains in the (v, s, ¢) coordinates system,

_I@W) o VY[
B= 7 0] 7 ° (3.34)
As shown in Appendix A, the gradient in (v, s, ¢) coordinates is
o _ 6 0
V= w%Jrv +v¢8—¢ V¢8¢+ +R8¢ (3.35)
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3.2. Guiding-Center Drifts and Drift-Kinetic Equatior8. Kinetic description of electrons

and recalling that the constants of the motion are the total energy (or momentum p)
as defined in (2.16) and the magnetic moment u as given by relation (2.17), following
conservations laws

o

=0 (3.36)
92y 0Bm] =0 3.37
g o+ 205me] = (3.37)

are satisfied.

3.2.1 Drift Velocity from the Conservation of Canonical Momentum

The toroidal canonical momentum is also a constant of the motion because of axisymmetry.

It is expressed as
Py = R[ymevg + qeAy) (3.38)

where A is the toroidal component of the vector potential. From the relation
B=VxA (3.39)
and the expression (A.171) of a rotational in (¢, s, ¢) coordinates, we get

10 10 ~
B = | (R4 - 4o (4] 0

10 V| o _
+ [Ragb (Ay) — R 00 (RAaﬁ)} s

9 0 [ Ay \]~
+ [WW o (As) = VY 75 <|VW>} ¢ (3.40)
with
Ay = A-¢ (3.41)
A, = A5 (3.42)
Ay = A9 (3.43)

In axisymmetric plasma, this reduces to

10 ~

B = 5o (RA)Y
V| 0 ~
—?@(RA@S
0 o [ Ay \] ~
+ |99 5 (4) = IVl 5 <|vw!>} 3 (3.44)
so that vyl 0
s = —?% (RA¢) (3.45)
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In addition, we know from expression (3.34) that

V|
B, = — 3.46
i (3.46)
so that be obtain IRA
¢
—— =1 3.47
- (3.47)
Because the toroidal canonical momentum is a constant of the motion, we have
Vge - VPy =0 (3.48)

which can be decomposed into
Vge + V (Rymevg) + Ve - V (geRAy) =0 (3.49)

Using relation (A.169), we get
d ¢ 0

o
Voo - V (qeRA) = Ve - lvw +5—+ > (geRAy) (3.50)

o "ds RO

which in axisymmetric systems gives
ORA _ORA
4 ¢] (3.51)

Vgc - \Y (qu¢) = (eVgc - |:v¢ 81/) S Js

Since By = 0, we have from relation (3.44) 0(RAy)/0s = 0 and therefore, using
expression (3.47),
Vge - \Y (qu¢) = (eVgc - v¢ (3.52)
The only velocity accross the flux-surfaces is the drift velocity we are looking for, so
that we get, using relation (3.32)

Ve V(¢eAg) = gevp - VU (3.53)
and the equation (3.49) becomes
@evp - Vi) = —vge - V (Rymevg) (3.54)

Assuming a priori that {UH} > |vpl|, a condition that holds in tokamaks, this equation
reduces to

1v
vp VY = —q—EHB -V (Rymevg)
= B .V (Ruy) (3.55)
Qe

where we used that 9v/ds = 0 because of the conservation of energy.
The toroidal velocity is related to the parallel velocity by

By 1Y)
so that ()
Rvy = 5 Y (3.57)
Since I (7)) is a flux function, it can be taken out of the gradient, so that
v = v (U
v V=g T()B-V (B) (3.58)
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3.2.2 Drift Velocity from the Expression of Single Particle Drift

The guiding-center drift velocity due to the magnetic field gradient and curvature is

1 (, v1\BxVB
b= \Uty ) B

and its component perpendicular to the flux-surface can be written as
V- (2+ L) L vpxB.vB
vp - V¢ = o v+ EN N2 Y xB-

Inserting the expression (3.34) of the magnetic field, we find

Using (3.35), the equation (3.61) becomes

o VUl [}y 08 , 90198
VD VY=g <+ >BQR[ W5+ R a¢]

Under the assumption of axisymmetry, we are left with

1 02\ [V4| 1 (1) OB
"D‘W’:‘Qe< ”+>B2Ras

With the definition (2.17) of the magnetic moment p, we rewrite

L [VHI®) (vz uB> 0B
I m. ) s

Q. B?R
We have, using the conservation of magnetic momentum (3.36),

oB 2(9B 0 (uB
<”+ ) as 88+B88<m6>

Using the conservation of energy (3.37), we get

2
oB 283 o (7Y
(#+50) % = % Bas<2)
v OB
[
= [B 55 Ul 85]

- ()

vp-Vy =

and finally, the equation (3.64) becomes

vyl 0
Vo VU= I (v o g (5)
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In addition,

BV = I($)Vé-V+VihxVeé-V
Iw) o vyl o

R 0¢ R 0s

and, using axisymmetry,

V| 9
B v=_—"1°%9
v R 0s
so that we can rewrite (3.69) as
v = — v (2
vp Vir= ol (1)B-V (B)

expression which is the same as (3.58).

3.2.3 Case of Circular concentric flux-surfaces

In this case, ¥ = ¢ () and therefore

Vo= ()7
and
v v ?—VD.VI/}
Dr =Vp:'T =
,l/}/
which gives
_ g o (U
R T V(B)

In addition,

/
B.y- VU2 _ Wo

and, because

we find
9 _wd
ds 1 00
and o o
B-V="%a
so that finally
5 :ﬂ1(¢)2<ﬂ>:ﬂ”¢)2<ﬂ)
" Q. Rr 00 \B r RB 00 \Q

When the toroidal field dominates, B ~ I (¢) /R and

(3.70)

(3.71)

(3.72)

(3.73)

(3.74)

(3.75)

(3.76)

(3.77)

(3.78)

(3.79)

(3.80)

(3.81)



3.3. Small drift approximation 3. Kinetic description of electrons

3.2.4 Steady-State Drift-Kinetic Equation
Using expressions (3.31), (3.32) and (3.58) or (3.72), we obtain in steady-state

of

wh- VI = gl BV (3) 5o =C )+ QN +E() (3.82)
which can be rewritten as
aof | v VY| 0 v\ OfF _
Us%—i‘ﬂfef(w)T%(§>@—C(f)+9(f>+5(f) (3.83)
with
vs = | (?)\ §> (3.84)

3.3 Small drift approximation

We recall the electron drift kinetic equation may be expressed as
VY| o (ﬂ) of _
R 0s \B/ 0y

Each of these terms corresponds to a time evolution, and is therefore associated with
a time-scale:

0,20 L Uy )

ds ' Q C(fH+QNH+E) (3.85)

e Motion along magnetic field lines. The time scale here is the bounce time 7, for
trapped electrons, or the transit time 7; for circulating ones, which can be deduced
directly from expression (2.10). For circulating electrons

_ 2mRy,q  2mqR,
v ‘50’ UTe

T (3.86)

taking A ~ 1 in that case, and ¢ ~ ¢ that is valid circular plasma cross-sections,
and v [&| = v = vre for thermal electrons. Since vy < y/ev) =~ /evr, for trapped
electrons, as the consequence of the magnetic moment conservation, it turns out that
T may be deduced directly from 7

_ 21mR,q  2mqR,
v ‘50’ \/EUTe

T (3.87)

Consequently, 7, > 74, since € < 1, a result which is the consequence of the progressive
slowing down of the parallel velocity as far as the electron approaches the turning
point.

o Vertical drift across magnetic field lines. The time scale here is the drift time 7y,
which corresponds to the time for an electron to drift across the plasma. It is then

given by
- _/‘wa df(/] Qe R |:a <’U|):|1 (3 88)
) oI @)[vyl [0s \B '
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3.3. Small drift approximation 3. Kinetic description of electrons

using expression 3.69 for the radial component vp - Vi) of the drift velocity vp
as defined in 3.59. Using relation I (¢)) as defined in (2.37), and the fact that
dy/ |V| = dr for circular concentric plasma cross-sections,

Q. [wdr [0 [1\] !
”—v%e/o BT{as (Bﬂ (3.89)

and since in that magnetic configuration 0/0s ~ 2w /Ry, ones obtains finally

Qe % B
Ta~=2r——R / —dr 3.90
v%e P 0 BT ( )
or
Q.
Ta =~ 2m——Rpap (3.91)
UTe
Consequently, the small drift parameter d4 is defined as the ratio
Ju= o gPl L PE (3.92)
Td Qp Qp

where the thermal Larmor radius py, = vpe /€. has been introduced.

e (ollisions. The Fokker-Planck theory considers the cumulative effect of many small-
angle collisions in calculating the rate of change of a particle distribution. From this
theory, the characteristic time scale 7, corresponds for Coulomb collisons to deflect
an electron’s path by a significant angle, on the order of 7/2. This is the electron
thermal collision time 7. whose expression is

_ 47?50m2v3
Te =V, 1 _ e“Te

3.93
¢ineln A (3:93)
where In A is the well known Coulomb logarithm, a slowly varying function of the
plasma temperature and density. The collision time scale 7. holds for circulating
electrons.

For trapped ones, it is more physical to consider an alternate collision time scale
determined not by the time for deflection of the path by x/2, but by the time
needed for the electron to be deflected so that it is no longer on a trapped orbit.
In the limit € < 1, we can approximate the change of the pitch angle necessary to
make trapped particles become untrapped

2¢
1+e€

Ago ~ &or = ~ e (3.94)
Because the small-angle collisions produce a random-walk change in the pitch-angle
&o, the effective collision time for detrapping Tff I or T4+ is approximately deduced
from relation

eff. Ve Ve 3.95
VC A{% € ( . )

and
Tae =7~ er (3.96)
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3.4. Low collision limit and bounce averaging 3. Kinetic description of electrons

o Constant electric field acceleration. From the relation (3.30), it is straightforward to
estimate that the time scale associated to constant electric field acceleration is

MeUTe |ED’

Te ~ ~ T 3.97
“ el B C B (397)
where the well known Dreicer field Ep
Ep = v, eTe (3.98)
qe
is introduced. Here only circulating particle are concerned.
o Quasilinear diffusion. In a similar approach,
t
(mevTe)2 Dql
Tgl ™~ ————— ~ Te—— 3.99
q Dql CDql ( )

where D:;l =1, (m,gv;pe)2 )

3.3.1 Small Drift Ordering

In the small drift expansion §; < 1, where the small parameter is defined by relation
(3.92)
f=fo+rfit-- (3.100)

the first order equation is

0,500 = ¢ (fo) + Qo) + € () (3.101)

which is usually referred to as the Fokker-Planck equation.
The second order equation is

oh i Mﬁ(ﬂ)%

Y9 QEI(‘”) R 0s \B

90 =C(fi)+Q(fi)+E(f) (3.102)

which is referred to as the electron Drift Kinetic equation.

3.4 Low collision limit and bounce averaging

3.4.1 Fokker-Planck Equation
The Fokker-Planck Equation is

.26
* s

In the low collision regime, which is characterized by the condition

=C (fo) + Q(fo) + & (fo) (3.103)

=" <1 (3.104)
Tdt
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3.4. Low collision limit and bounce averaging 3. Kinetic description of electrons

where 74 = €7, is the collision detrapping time, as defined in the previous section, it is
assumed that electrons circulating or trapped are able to complete their orbit in a time
too short for collisions to deflect them from their orbit. As a consequence, the dominant
term in the Fokker-Planck equation is simply

dfo

sl = 1
vs 2 =0 (3.105)

so that fj is constant along the field lines.
Then, performing a bounce-averaging, we have

8f0 . 1)1 Smax g 8f0
(et =2 [zZLL ol 2

o min

_ :b [; Z] o [fo]sme (3.106)
T

g

For passing particles, the positions Syin and spax coincide, so that | fo]izf: = 0 and
the term vanishes. For trapped particles, the term also vanishes because of the sum over
o = +1, since, by definition, v = 0 at the turning points smin and Smax, and consequently
fo is independent of the sign of o.

Therefore, the bounce-averaged Fokker-Planck equation becomes

{C(fo)} +{Q(fo)} +{E(fo)} =0 (3.107)

with fy constant along the field lines.

3.4.2 Drift-Kinetic Equation

The drift kinetic equation is

Ofi Y [Vl 9 vy 9fo
2 T — () =2 = 1
v ol 0 g (5) 5g =CU0+ QU +E(R) (3.108)
In the low collisiona regime v* < 1, the dominant term is
Oft | Oy IVRLO oy Ofo _
s 9s + Qel(w) R Os (B) oy 0 (3-109)
which gives ~
fi=F+g (3.110)
where 5 of
o Y 9 (Y1 dlo
e oo () % o
and ¢ is a constant function along the field lines. Noting that
~ ___ Bp
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we get

F= [asgrw sy ()50

oY
_ ymel () 0fo di(é)

Qe OV
_ Yy 800
=1 50 (3.113)

where we used the fact that dfy/0s = 0.
Then, performing a bounce-averaging, we find again, using the same argument as in

(3.106), that
{1}588'];1} =0 (3.114)

In addition, we have

(w52 )%)

_ 1|1 e ds v VY[ 9 9 fo
‘nlaz o a5 (5) 5

o | Smin
_ Lomd (¥)0h [12 o [ al ()
. 0s \B

Tb Qe 81/} min
_ Lomel () 0fo |1 by
= RS ZU: o [BLM (3.115)

Again, for passing particles, the positions sy, and spax coincide, so that [Ull / B] Smax

0 and the term vanishes. For trapped particles, the term also vanishes because vj —I>n 16 at
the turning points Spin and Spax.
Consequently, we find that the bounce-averaged drift kinetic equation becomes

{Cr+{e+{&€(}=0 (3.116)
where . ~
fi=r5+g (3.117)
= dfo
f= 5!(@ 0 (3.118)

and g is then given by

c@r+{ewi+Ewr=—{c(f}-{e()}-{e(5)} (3.119)

using the fact that all operators are linear.
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3.5 Flux conservative representation

3.5.1 General formulation

The starting point of the flux conservative representation is the conservation of the total
number of particles in the plasma,

— 3 3
N_/ /f(X,P)d Xd*P (3.120)

where X and P are respectively coordinates in configuration and momentum spaces. Ac-
cording to the systems which are used in the calculations, X = (1,0, ¢) and P = (p, &, ¢),

X = —dipdfdg
\vw||¢ ! (3.121)
d*P =p?dpdédyp

as shown in Appendix A, one obtains

N = / /f Y, 0,0,p,&, <p)’ Vol ’; ’ pPdipdfdedpdedy (3.122)

Using the transformation
1-¢ _1-¢
B(,0)  Bo(v)
that results from conservation of the magnetic moment and energy,

Rr o B (¥,0)
N=|[... 0.0,p,& o) ———p? dydfdodpdéod 3.124
[ 1w ) T € oG ot (0120

(3.123)

because £d&/B (1,0) = &yd&y/Bo (1) . Since at the zero order, fy is constant along a

magnetic field line, fo = féo) is independent of the poloidal angle 8, where féo) is the
bounce averaged distribution function. Hence

N = / / 1O (4, p. €0) pPipdpde x
Omax R 6 B (d}’ 9) 2 21
/emm V| ‘:Z?‘; By (¥) de/o d¢/o e

= a2 [[[ 1 o) vy

/QW R S0 0)d6 (3.125)
tuin [V 7] €

taking into account, in addition, of the toroidal aximmetry, and cylindrical symmetry of
the distribution along the magnetic field line direction. Here, 0., and 6,.x depends of
the particle trajectory in the configuration space, wether they are passing or trapped.
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From plasma equilibrium, since

[Vl

=B 3.126
7 P ( )

where Bp is the poloidal magnetic field,

emax R,r 50 gmax r go B N
I = ¢ g, =2 (¥, 3.127
/emm V)| ’{p\?‘ 3 (¥,9) /9mm ‘1/1'? ¢ Bp A (¥, &) q () ( )

Here, appears, as expected the normalized bounce time \ (¢, &) and the factor q (1)
introduced in Sec. 2.2.1, which in conjunction with By (1)) characterizes the local shape
of magnetic flux surface. Hence,

_ (0) q(¥)
N =set [[[ 10 @) 0 . 60) pPavapat (3128)

From this expression, the Jacobian J of the coordinate system (1, p, {y) may be simply
defined as,
q(¥)

J = JpdpJe, = A (W, &) p? 3.129
vIolee = B (¥,60)p ( )
where _
Jy =4q @) /Bo (¥)
Jp = p? (3.130)
‘]50 =A (1;[}7 50)
and the generic conservative form of the kinetic equation may be immediatly deduced
0fy” 0
o+ Vwne s = ¢ (3.131)

where the phase space flux S©© at B = By is decomposed into a diffusive and a convective
part
g0) — —D(O)Vféo) + F(O)féo) (3.132)

in the mean field theory. Here, D and F© are respectively the diffusion tensor and
convection vector in phase space. They can be expressed generally as

DY) p (3.133)

and

FO = [ FY (3.134)
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where each element is function of (¢,p,&)). Here the gradient vector in the reduced
(¢, p,&o) space is

Vy = |V1)[0/0y
v=| Ve=9/0 (3.135)
Ve, = —Y520/05

so, following calculations given in Appendix A,

Viwen SO () = };p(JS() >+}8§o (JS(O).eE)+§£p (750 &)
% o108 (e 9
o (7191, )

10 1 10
- ﬁa*@’ )~ ey (V- $r0s)

Bolv) 0 (a(w))\(%&)WWoSg})) (3.136)

X (¥, &) G (%) 0% \ By ()

where [V|, is taken on the magnetic flux surface where B is minimum, i.e., B = By. The
first two terms correspond to the usual dynamics in momentum space at a given spatial
position 1, while the third one is associated to spatial transport at fixed p and &y. It is
interesting to note that spatial transport is not independent of the momentum dynamics
through the parameter A (1,&p). It corrects the spatial transport from the particle dy-
namics along the magnetic field line, since most particles tend to spend more time far
from B = By. In the limit of strongly passing particles, A (1,&p) =~ 1, and the spatial term
becomes independent of &.

It is interesting to cross-check the conservative nature of the transport equation is well
ensured by performing the integral

I

N
o T / / V(o) - SO Jdpdéody = 0 (3.138)

Indeed, in that case, the variation of the total number of particles 9N /0t as a function
of time depends only from boundary conditions.

af” .
+ Vigpeo - S | Jdpdéody = 0 (3.137)

/ // Ve - S Jdpdéodiy = T, — Te, + I, (3.139)

/// i2ag ) Jdpdcodi (3.140)
/// A (¥, &) pago < A, €o) )Jdpdﬁodw (3.141)
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%= [ seriw 1@%)”“50)|Vw|8$)> Jdpdgodp (3.142)

/ / / LQ pQSgJ)) Jdpdgodi

= [ s B o) azoas

By (¥)
(¥)
= pmax/ S( pmax) By (w)
)

and assuming that lim, pQS;O = 0, one finds Z,, = 0. This condition is generally well
fullfiled, except in strong runaway regimes, where above the Dreicer limit characterized
by critical momentum pp, electrons gain energy up to very high energies, that are usually
well beyond the domain of integration addressed in numerical calculations for the current

For Z,,

Q?@

A (¥, &o) déodi (3.143)

drive problem. However, in this case, Z, is given by S( ) at Pmax, where pmax corresponds
to the boundary of the momentum domam of integration. Its conservative nature is well
ensured, since ON/Jt only depends of this parameter for p.

The integration of £y leads to

= -8 s(0>> dpdéod
Ifo /// w’fo pago ( 1 60)\(17[}7&0) é‘ J p 50 @Z}

11~
_ _ 0) q(¥)
- [[ Vi@ wes?| A v
=0 (3.144)

which indicates that pitch-angle scattering never contributes to variations of IV, and there-
fore the conservative nature of this term in the transport equation is also well demon-
strated.

Finally,

= /// wfo ?ﬂ(%)) (0. 80) V1S, )Jdpdﬁodd’

By/{ECRr—

- BO(KZ&) ’V%}a / / A (. €0) S () pdpdgy (3.145)

which only depends of edge values at 1), since |Vi|, = RoBpo = 0 at ) = 0 when no
particle is injected at the plasma center. Here, Bpg is the poloidal magnetic field where

B is minimum. If Sg)) (1q) =0, Z, = 0, and the total number of particles is conserved in
the discharge.

It is important to notice that the magnetic moment is intrinsically conserved in the
equations, in particular for the radial transport part, through the pitch-angle dependence
of the normalized bounce time \. Therefore, spatial transport is valid not only for cir-
culating particles satisfying pj/p.L > 1, but also for highly trapped electrons, i.e. when
p/rL < 1.
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3.5.2 Dynamics in Momentum Space

Momentum space operator It is possible to recover the general bounce averaged
transport equation in momentum space by another independent approach. Here, the
momentum space dynamics of the kinetic equation is be expressed in conservative form as
a flux divergence that may expressed according to the (A.57) introduced in Appendix A

1 0

Vp'Sp:jpaT)i(

JpS}) (3.146)

where Jp, is the momentum space Jacobian associated with the momentum space coor-
dinate system (p, &, ¢), described in (A.247). Since the spherical system has the natural
symmetry of collisions, the momentum space Jacobian is (A.269)

Jp = p* (3.147)

so that, taking into account that the kinetic equation is gyroaveraged and therefore the
coordinate ¢ disappears, the following expression for the divergence (A.278) is obtained

Vo Sp=ag (75) g (VI-€S) (3.148)

where by definition
Sp=Sp-p (3.149)
Se=Sp- & (3.150)

In the mean-field theory, the momentum space fluxes may be expressed as the sum of
diffusive and convective parts,

Sp = -DpVp0 +FL0 (3.151)
with
D D
D, = PP P ) (3.152)
? < Dgp  Deg
_ Ey
F, = ( F. > (3.153)
The gradient vector Vp, in the reduced coordinates system (p,§) in given by (A.277)
_(Vp
Vp = < Ve ) (3.154)
with
0
= — 3.155
V1—-&20
Ve=—F—7—>2— 3.156
3 PR (3.156)
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so that
S, = —Dpp‘g-; mppgg’g +F,f (3.157)
and i
Se = _Dgpg;; \/?D&gg oy (3.158)
Bounce-averaged operator The bounce averaged operator is
{Vp-Sp} = { plz;o (p2Sp)} - { ;;; (ng)} (3.159)

where the bounce averaging operation is defined in (2.62)
1|1 bmax g9 1 r B &
- — |z - =0 3.160
=5 [22031 | = A (3160)

T min
and £ is given along the trajectory by

€ (.0.6) = 0y/1— ¥ (1,0) (1 - &) (3.161)
with B (0.0
U (1,0) = Bff@)) (3.162)

as shown in Sec.2.2.1.
We find from (3.161) that in momentum space

§d§ = W&odso (3.163)
and we also get
(1-¢) =2 (1-¢) (3.164)
Then, keeping in mind that |§y| = 0§y is independent of o, we can transform as follows,
10
2 Y (/1 ¢2
{p 23 ( ‘ Sg)}
1|1 Omax g9 1 r B &1 0
=—|= — 2 — (/1 - £25
A IQZ:L/emm 2”1;,? Rpo§p8§< ¢ f)

_1 901 5
)\paafozjv 2 7 Omin 271"@,7:RPBP\I/

1 9 1|1 Omax g9 1 r B o
BN e / o 1 r B o g
g V075 [2ZL - 2w‘@.¢‘RpoN( ¢

10 ~ o€
=358 1 {g)\a{ﬁgoé’g} (3.165)
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using relation £d¢§ = Uyd¢y that is deduced from expression (3.161).
Finally, we can rewrite the equation (3.159) in a conservative form as

_ 19 /50 L0 ([T 2y a0

where the following components are defined

S = {S,} (3.167)
and ¢
0) _ a

S£0 = J{N&)Sg} (3.168)

Here, expression (3.166) is completely equivalent to the momentum transport equation
deduced from particle conservation. However, this equivalence may be used only because
the bounce-averaged operator is local, and does not depends of .

3.5.3 Dynamics in Configuration Space

Configuration space operator The operator that describes the spatial transport is
given by relation

o/
ot

Boty) 0 (00,

- = (0)

and since Bp = |V4| /R, it may be rewritten in the form

ofy"
ot

__ Bo(¥) 0
L AW &) (v) 9y

Bpo ()
By (v)

(Ro () () A (4, &) sg”) (3.170)

where Ry and Bpg are taken at the poloidal location where the magnetic field is minimum
B = By. Much in the same way,

S0 = DT+ RV

¥
o/
o

= —D) Ry () Bpo (1)

— DO vel, Doy 040

of

(0) £(0)
5o T b (3.171)

where the diffusion cross-terms Dz(a?b)’ Dg;), Dé?j and Dg? between momentum and config-
uration spaces have been neglected.
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Case of circular concentric flux-surfaces In that case, @E = 7, and by definition
Dgz = D,(nr), Flio) = FT(O), since ) is here just a label. Therefore, using relation |V|,0/0¢ =
0/0r,

SEE) _ V f(O) ()féo)
f 0) (0
= _Dmp ‘quo az Fi )f(g )
— D0 0 + FO £
or
= s (3.172)
Furthermore, since
~ T BO
r)=—— 3.173
70) = g (3173
one obtains,
afé(]) circ. - R BPO g @T)\ (T 5 )
ot X&)oY 0
Vil 0
= — A
X0 6o) For g (P 06 51)
1 0
= — (0) 174
A (r,&) Ror or (ROT}\ (r0) Sy ) (3.174)

Note that Ry may not be here simplified, since it is a function of r, which corresponds
to the toroidal configuration. Dynamics in momentum and configuration spaces are also
not decoupled, the normalized bounce time A (r,&y) being on both sides of the radial
derivative. Only for strongly circulating electrons,

l&o|—1 Ot

19
_ (0)
e (rRos ) (3.175)

since limyg| 1 A (r,&) = 1, and the usual cylindrical conservative expression of the radial

transport
circ.

o [ 19 ()
== (rSr ) (3.176)

lim
|&o|l—1 Ot

is only found in the case e < 1, i.e. when Ry ~ R,.
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3.5.4 Bounce-averaged flux calculation
Zero order term: the Fokker-Planck equation

The bounce averaged Fokker-Planck equation is is given in the conservative form by rela-
tion (3.166), with the bounce-averaged fluxes (3.167) and (3.168)

S = {S,} (3.177)

S = { fé&) 55} (3.178)

Because fj is constant along a magnetic field line, we have fy (p,&) = féo) (p, &) which
is independent of € and o. Using the following identities

Of, (0)
_{Dm’ao} q pp} (3.179)
V1_§2af0 Vl_go{ ‘75 D }‘%0) (3.180)
p 0% p Vg S oo
{Fpfo} = {F} £” (3.181)
ot (9fo} { ot }aféo’
D —D —_ 3.182
{ffo * op - VI f op ( )
/1 _ £2 /1 _ ¢2 2 (0)
1=& 9 L 600{ €2D55} N (3.183)
\f 50 p O D L 4% a0&o
fo} { F} © (3.184)
{\F Vo Fe VI
we can rewrite
sV =Y. v oY+ FPs (3.185)
where the bounce averaged flux is decomposed into
(0)
Sp
S — ( o0 > (3.186)
&o
with
(0) (o)af(go) V1 50 afoo) (0) £(0)
Sy’ = =Dy, op + ’ ng o6, + F7 fo (3.187)
(0) 2 (0)
O _ @9 | V1§ ~0)9f (0) 4(0)
Sq = Dy o=+ = De B+ F (3.188)
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by defining the diffusion components

DY) = {Dyy}
LR
o0-rlin)
o0~

and the convection components

where the gradient vector in the reduced (p,&p) momentum space is

\V4
Vo= 0 )

0

—/1-& 0
Ve :Ti

9&o

with

3.5.5 Up to first order term: the Drift Kinetic equation

In the first-order drift kinetic equation, the momentum space operator
Vp - Sp (/1)
where the fluxes are expressed as (3.151) may be decomposed as
Vo Sp (/1) = Vo Sp (F) + Vp - Sp (9)
According to (3.166), we can express the bounce-averaged operator as
{Jpvp -Sp (f)} = ;p (pz%o)) o 1;8850 ( 1- ‘fg)‘gg)))>

_ 07 (0) p 0 2y «(0)
{/pVp-Sp(9)} = o (p S, )—Xa—&) 1— NS
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(3.190)
(3.191)

(3.192)

(3.193)

(3.194)

(3.195)

(3.196)

(3.197)

(3.198)

(3.199)

(3.200)

(3.201)
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where we need to evaluate the bounce-averaged fluxes (3.167) and (3.168) for f and g
respectively

SO — {S,, (f)} (3.202)
V=0 { \/U;&) Se (7) } (3.203)

and

SO = 18, (9)} (3.204)

o _,
s = { ﬁ£055(g)} (3.205)

Because ¢ is constant along a field line, we have g (p,§) = g (p, &) which is indepen-
dent of # and o. Therefore, the fluxes for g have exactly the same expression as for fj in
the zero-order equation described in section. This is why the same notation in (3.201) is
used, while the fluxes associated with f are noted S.

Indeed, f has an explicit dependence upon 6, which can be isolated as follows:

ry £(¢79>§0)

f(W,0,p,8) = Wf(o)(¢ap,§0) (3.206)
with o

#0) _ P&l () 0fy (¥, p, &)

FOW, p,&) = 5o (0) s o (3.207)

We can note that ]’F(o) is antisymmetric in the trapped region, since féo) is symmetric
and & is, of course, antisymmetric. As a result, only o f(9) can be taken out of the bounce
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averaging operator. Taking the bounce-average of each term, we find

of af
{_D””ai} =-7{o55 P} %

Nimgorl _Vvimgy e, 1o/
e

p  0E p W2 o
V1-¢& U1 ~0

Ff b= ain £
{Rit=r{"g

ot . Of £2 af
—a{a poit | =~ (g} 5y

\/1—52‘ of \/1—530{ o&? b }afm)

f 50 p O D Rl T
V1I—& (€W —-1 ~

i zafo{ggﬂ&%)D&}fm)

of 3 £\ x
e {egh) 7

where the following relation is used

o o 1 (i-kb)

9 0% o]
weg — &2
€] &2
U\If —1
€le

We can therefore rewrite
S (FO) = B - ¥, O + B 7O

where the bounce averaged flux is decomposed into

SO _ Sy
p Séo)
0

with
~ 0 /1-¢2 af© ~
0) _ 0 0 75(0) 0) 7(0
S = DO T o ng 5% + FO fO
=(0) =000 V1-8=00fY  ~0 70
S = Dep gt = Dee g, e S
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(3.209)

(3.210)

(3.211)

(3.212)

(3.213)

(3.214)

(3.215)

(3.216)

(3.217)



3.6. Moments of the distribution function 3. Kinetic description of electrons

by deﬁning the diffusion components
D 0 5
ép) { g

o}

BY = {\1,3/252 5} (3.219)
}
}

(3.218)

DO _
§p - \1,3/2§2 Degp

HO &’
D =0 { @253 Dee

(3.220)

(3.221)

and the convection components

- V1= ((v-1

Y=o {G‘IffoF ”} g s { = )D”f} (3:222)
~ 2 V1-&2 U1

F£<0) _ {Q3€258FE} + o og{aféoqﬂ )D&} (3.223)

where we use the fact that 068’ may be taken out of the bounce averaged operator, since
€3 is an odd function of &. The gradient vector in the reduced (p, &) momentum space is

Y
Vg = ( V’; i ) (3.224)
with
0
Vo= 5 (3.225)
L —/1=& 0
Voo = ———" 3¢ (3.226)

3.6 Moments of the distribution function

3.6.1 Flux-surface Averaging
Surface densities

We consider the flux-surface averaging of a surface quantity, such as a flux of a current,
generally noted I (¢,0) . It is defined as the averaged flux of T' through the infinitesimal
poloidal surface dS ()

dS-T (¢,6
<F>s(w)=fds(w}s d;w ) (3.227)
d

In the (1,0, ¢) system, the differential poloidal surface element is given by (A.201) as
introduced in Appendix A

dS= " dydoo (3.228)
vl |7

55



3.6. Moments of the distribution function 3. Kinetic description of electrons

so that the infinitesimal poloidal surface element dS, (v) is

2
/ dsS = 7d dG—cw/ a—" (3.229)
dSp () dSp (1) |V¢|‘¢ ‘ VY| \w r\
and the flux-surface averaged flux in the toroidal direction is
ds,\ "' [ r ~
O = (G2) [ o [prw.o)] (3.230)
o [vul|-7
with
2w
dePW):/ dg——"—— (3.231)
v o vyl[gA
2w
:/ gL (3.232)
0 ‘1/,

Defining the new pseudo saftey factor q as

7(v) = /0 ” % ’Jl ?} ;B%(Pw) (3.233)

we get -
dsgg’/}) = 2;?(%) (3.234)
and
_ 1L *dg 1 r Bo(¥) [
e = 3757, (.7 B B s wo) (3.235)

Volume densities

We consider the flux-surface averaging of a volume quantity, such as a power density,
generally noted ® (v,0). It is defined as the average value of ® within the infinitesimal

volume dV (v)
® (4,0)dV
(@), () = ffdv}‘}iv : — (3.236)

In the (¢, 0, ¢) system, the differential volume element is given by (A.202) as introduced

in Appendix A
dVv = Ridwdﬁdqﬁ (3.237)
vyl |- 7

so that the infinitesimal volume element dV () of a flux-surface is

Rr 2m 2 Rr
/ /d = / /d » Wwdwdecw:dw /0 do /0 d¢WW (3.238)
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and the flux-surface averaged quantity in the toroidal direction is

<®MWZ<Z)IA%MA%®wJE?fWW)

with

27 2
ﬂ, / M/ WMWT\
:/%dﬁ/%dqb) -

Under the assumption of axisymmetry, we get

dV (1) 2T dg 1
= %WZV»

_ 4m?Ry /%de 1 r By(y)
By (v) Jo 27?’@.?’1% Bp

BP

Defining the new pseudo saftey factor ¢ as

o= [ S

we get

dV () _ An*Ryq ()
dy By (¢)

and finally
(@)y (¥) =

1 /2”d9 1 ng(w)q’w?e)
0

QW) Jo 2m (g7 Ro Br

3.6.2 Density
Definition

The electron density ne (1, 0) is given by the relation

+1 o)
mWﬂﬁﬂfK1%A Pdp f (p.€,10,0)
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(3.241)

(3.242)

(3.243)

(3.244)

(3.245)

(3.246)

(3.247)
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Using the general expression (3.246) of the flux-surface averaging of a volumic quantity

1 (7ds 1 r B
e = = a 1~ | » 1 e 79
(ne)y (1) q/o zﬂw?’ Rpon (¥,0)

o /°° ) /2” dd 1 r By /+1
== p~dp T T o d¢ f(¢,0,p,¢§
q 0 0 QW‘w?‘ RPBP _1 ( )

o2 /°° 5 /2” dd 1 r By /+1 1
= — P dp PO O = — a dff waevpvé
q 0 0 27T‘w?‘ RpBP 1 2 Z . ( )

o==+1
(3.248)
where the trapping condition evaluated at the location 6 is given by
B(v,0)
€< &r=4/1— 3.249
€ By (¥) ( )

Using £d§ = W&ydEy with the condition (3.270) on &g

(ol =4 /1 =5 (;}’9) (3.250)
& 1
) (w0) (\50 -1 we)) déy (3.251)

where H is the usual Heaviside function which is defined as H (z) = 1 for z > 0, and
H (z) = 0 elsewhere.
Note that the condition (3.250) is equivalent to

one get

IR >

o==%1 o=%1

emin (% 50) < 0 < emax (wv §0) (3252)

so that, the integrals over # and £y may be permuted,

_21 00 ) +1
(ne)y (1) = a/o pAdp /1 dcox

Omax -
[; Z] /9 ﬁéfﬁéj’(w,@’péo) (3.253)

where the bounce-averaging of the distribution appears naturally. Therefore, expression
(3.371) can be rewriten in the simple form

[e'e) —+1
(neby () = 275 /0 pPdp / M (5.0.0.60) (3.254)

58



3.6. Moments of the distribution function 3. Kinetic description of electrons

Fokker-Planck Equation

For the zero order distribution function, since fy is constant along a field line,

fo (1,0.p.€) = f3” (¥, p, &) (3.255)
one obtains

(nelfy () = 27 /0 pRdp / ey (o) (3.256)

Drift Kinetic Equation

When we consider the first order distribution function, we have f; = f—i— g, where g is
constant along a field line, and therefore its contribution (ne>%/ (1) has the same expression

as for fo. However, fvhas an explicit dependence upon 6, which is given by (3.206)

F0.0..6) = G080 FO . p.0) (3.257)
Therefore, the flux-surface averaged density contribution of f is
(el () = 2wg: /0 " pdp / T dfoA{ 5 j )go}ﬂw,p, &) (3.258)
b L :
~2rd /O Pip [ deak10FO 00 60) (3.259)
where B 5
Mo_10=0 { .05 } Y (3.260)

according to the notation in Sec. 2.2.1, since f is antisymmetric in the trapped region.
Since f(© and ¢ have no definite symmetry properties, both can contribute to the
density and

(ne)y (V) = (ne)y, () + (nehy () + (fie)y, () (3.261)

3.6.3 Current Density
Definition

The density of current carried by electrons is given by

= g d’p vf (x,p) (3.262)
/!

so that the parallel current density is

I (%) = e // &’p vy f (x,p) (3.263)

which becomes in (¢, 0, p, ) phase space
Jy (¥, —27rqe/ de/ g—f (¥,0,p,8) (3.264)
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Flux-Surface Averaging

We are usually interested in the flux-surface averaged current density in the toroidal
direction. It is generally given by (3.230)

<J>¢<¢>:2/0% ;li )wl );gi"ll 0.0) 93]
:(1]/02” ;li )¢1 );gf)JH (¥, )@ (3.265)
and finally, using (2.23)
1)y (1&):2/02“;172‘&1.?;2{1% (3.266)

Fokker-Planck Equation

When we consider only the zero order distribution function, we have that f is constant
along a field line, so that

fo (,0,p,6) = £ (¥, p, &) (3.267)

where

1
§o = a\/l TV w.0) (1-¢2) (3.268)

Consequently, we find

o] 1
7 (5,0) = 20, | p/1 (6,0,,€)

(e’ 1
= 27qe P’ p/
0 1

[e%e) 1
= 27qe / p’dp | d&V
0 —1

(fo! - )fff (,p.) (3.209)
[Sol = /1 - (3.270)

results from the equation (3.268) and means that only the particle who reach the position
f must be considered. Note that the integrand in the equation (3.269) is odd in & for
trapped electrons, since féo) is symmetric in the trapped region. As a consequence, the
contribution from trapped electrons vanishes, and (3.269) can be rewritten as

1/17 750)

where the condition

00 1
J|(|) (¥,0) = 27qu/0 PQdP/ldﬁo‘I’ (¥,0) H (|€o| — &or) ,fi? O (4, p, &) (3.271)
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Therefore, the flux-surface averaged current density

0 1 (2d0 1 r BpJ]®.0)
<‘]||>¢ (¢) = / e §§7£ 7 (3.272)
q.Jo W‘w ?‘ P (1% )
becomes
0 21qe [ p31/2”d9 1 rBp 1
J — 2Mfe voZ &Ly 2T -
=710 PF ), 2 75| R B ¥ 01
1
[ dav @.0) 1 (&l - &) 61 (.60 (3.273)
The integrals over 6 and &y can be permuted
I . 00 3 1
) =20 [Ty ™ [ deo H (1ol - or) €088 (0,60 x
Me Jo 7 J
1 [(*™d) 1 r Br
) A 3.274
Q/o QW‘QZ.?‘RBP ( )
We recognize the expression of the safety factor (2.51) so that
2mgeq [ p* (!
(J)g W) = =2 / dp = / dgo H (/€] = &or) €013 (¥,0,€0) (3.275)
Me q Jo Y J=

Case of circular concentric flux-surfaces In that case, we showed in (2.83) that the

safety factor is
€ Br

‘= i—aB,

with € = r/R, the inverse aspect ratio.
In addition, g (r) becomes
_ 2 de r BO
)= S
0

21 R, Bp
/Q’T d9 r By B
0

(3.276)

e B
1 + € pr
since R = Ry, + rcosf, and By/B = R/Ry. We have then
q(r) _ [14+€Br
q(r) l1-¢ B
In the case when By > Bp, we retrieve the bounce-averaged coefficient s* and in the
large aspect ratio limit € < 1,

(3.277)

(3.278)

lim a(r)

B
g =T

T
— 2
- (3.279)
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Drift Kinetic Equation

When we consider the first order distribution function, we have f; = f—i— g, where g is
constant along a field line, and therefore its contribution has the same expression as for
fo. However, f has an explicit dependence upon 6, which is given by (3.206)

= 5(1/}, 750) #0)
where
it _e
o = \/1 T (.0) (1-¢6?) (3.281)

Consequently, we find

~ &8} 1 ~
Ji (¥,0) :27rqe/0 dep/ pg (¥,0,p,8)

1

0 1
= 27mqe pzclp/1 3 —— Oy, p, &)

0
[e’) 1 €
= 27, / p’dp | déo
0 —1

"%
H (|§0| —|1— ) ) (4, p. &) (3.282)
where again the condition
[Sol = 4/1 - \II(SM) (3.283)

results from the equation (3.268) and means that only the particle who reach the poloidal
position 6 must be considered. _
Therefore, the flux-surface averaged current density contribution from f

- 2m r B L (1,0
@), =2 [ e F v ekl (3:28)

yme V(1, )5

7 2%)1/} ,,,’RBP\I/(z/; .0)
becomes
<5>;<w) = 2%1 Ooodp 1;3(11/02” g Wl? F (;,e) X
[ awtn (rso| T 0)> & (6.,7,6) (3.285)
L ,
Note that the condition (3.283) is equivalent to
O (,0) < 0 < B (. 60) (3.250)
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so that, permuting the integrals over 6 and &gy, we find

(), =22 [“ap ayl 11 déo & (0. p,€0)

1 [fmax g9 1 rBp 1 ¢
e A 3 3.287
il 2 |57 RBe ¥ (0.0) & (3.287)
We have then )
By 1 R,I B R
ror T (w)ifiqﬂw,e) (3.288)

RBpV (v,0)  R2By R,BpR?

Then, noting the the integrand in (3.287) is independent of o , so that the sum over o
for trapped particles can be added, we obtain

~\ 1 B 27qu e8] p3 1 0) 1 RpI (w)
(1), @ =" [“ap - [ ato &F .p.o) L e

1 bmax 49 1 v B & [Ro]® . , gr
lasza 27| B Br € | el (3:289)

o min

We recognize the expression of a bounce coefficients defined by the general relation
(2.66) in Sec. 2.2.1, so that we get finally

=\ ! 27qe aRp Bro /OO p3 /1 7(0)
7 = 29 4l Bro [0 P [T e Ay . 3.290
< ||>¢(¢) m. 7 Ro Bo Jo p ~ o Ao,—2.260 " (¢, p,&0) ( )

Ao 29 =\ { (50)2 o2 (%)2} (3.291)

Case of circular concentric flux-surfaces In that case, we showed in (2.99) that ¢ is

with

B

with € = /R, the inverse aspect ratio.
In addition, g (r) is
e B

q(r)= — 2

O (3.29)
and since

Ry=R,(1+¢) (3.294)
we have then ~R B B

47 P10 _ PTO0 4 (3.295)

q Ry By By
in the limit Bp <« B.
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Also, in this case,

Ry
3.296
(,0) = 7 (3.296)
so that
€\ -
)\27_272 = )\270,0 =A {52} =S (3.297)
0

using notations used in previous publications. The exact expression of §* in terms of a
series expansion is given in relation (4.148).

3.6.4 Power Density Associated with a Flux
Definition

The kinetic energy associated with a relativistic electron of momentum p is
E,=me?(y—1) (3.298)

Then, the local energy density of electrons is
e(x) = / d’p mec*(y — 1) f(x, p) (3.299)

The density of power absorbed through the process ©, P9 b 1

/d3p meCQ ("Y _ 1) af(g; p)

Oe

Py, (x) = |y " (3.300)

o

When the operator is described in conservative form, as the divergence of a flux

v ,-50- L0 (g 0)+77(\/1—5255> (3.301)

p? Op

oo

then the power density becomes

Pabsz—%mec?/ooop?dp (7—1)/_1 d¢ {1286( )—(w—&?SOﬂ (3.302)

The integration of the S? term gives no contribution, since the particle energy is
function of p only

1 df 2 (\/1 — e ) _ [\/1 — 525'?]2 —0 (3.303)

and the equation (3.302) reduces to

+1
P9, = —2rmec 2/ dg/ -1 g( *S9) dp (3.304)
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Integrating by parts, we get
2 i 2 @O Cdy 5.0
Py = —2mmec / dg ([(7 -1)p°S, ], —/ a7 Sp dp) (3.305)
—1 0

Assuming that lim,_, pQSf =0, and using

dy p
e (3.306)
the equation (3.305) reduces to
+1
=2 d d S 3.307
abs (1/}7 ) 71-/ 6/ p - D ( )

Flux-Surface Averaging

Starting from the general expression of the flux-surface averaging of a volume quantity
(3.246), the flux-surface averaged power density <Pa(9bs>v (v) is

1 [?™dd 1 r BO
P = - — .
(P w =z [ 2 5] B PG, (6,6) (3.308)
which becomes
o) 3 27 +1

p’ 1 a1 r BO/ o
P :277/ d / —_—— dé S 3.309
< b> W) 0 p’)/meq QW‘w?‘ RpBP o € P ( )

The sum over o for trapped electrons can be added, using

/_11d§ [; Z] S]?:/_:gTdéSf+/;d§Sf+;/i d¢ Z SO

o=x1lp o==+1

—&r 1 1 T
. 10) o, -+ o O¢_
_/_1 dgsp+/€Td§5p+2/_&dg[sp(§)+sp( €]

:/jT dgsf+/; nger/_iTT d¢ss (€)

1
= / dgsy (3.310)
-1
where the trapping condition evaluated at the poloidal location 6 is
B (4,0)
&l <ér = - 3.311
Using &d§ = W¢ydEp with the condition (3.270) on &
|€o| > ! (3.312)
ol = — .
U (,0)
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i _ ik v ("7[)¢ 9) gO B B 1
R R e e T

Note that the condition (3.312) is equivalent to

emin (10, 50) < 0 < emax (1/13 50) (3314)

we get that

so that, permuting the integrals over 8 and &gy, we find

O > P’ +1
" 7 31
(Pabs)y (%) 77/0 dp ol 9 déo (3.315)
111 /gmax do 1 r B 50 o
7|2 T AR B D (3.316)
q [2 Jzzil] T 01!1in 27T ‘w . 7’:‘ Rp BP 6 p

We see that the bounce-averaging of the fluxes appears naturally, so that we can rewrite
o 'qv o) p3 +1 o
P :27TA/ dp L— [ deoa{s 3.317
< abs>V (¢) 7)o 1% yme |, 60 { D } ( )

Using the definition (3.167), we observe that the flux-surface averaged power density is
calculated using the momentum flux component of the bounce-averaged kinetic equation:

~ oo 3 +1
P, =ord / dp L / dggAS OO 3.318
(PG ) = 2w [“ap 2 [ agoas (3.318)

Case of circular concentric flux-surfaces In that case, we showed in (3.292) that
the coefficient ¢ is

B
with € = r/R,,.
In addition, ¢ (r) becomes

- ™ d0 r By
"0 = [ 5 By
B [?" d B,
=B ) wB
B [*"df R
" BeJy 2R
e B
=TreE, (3.320)
using the simple relation B/By = Ry/R and Ry = R, (1 +€).
We have then _
ICH R (3.321)

7(¥)
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Fokker-Planck Equation

The Fokker-Planck equation (3.107) solves for the zero-order distribution function fy. The
density of power transfered to fy through the momentum-space mechanism O is then

EI’ o] p3 +1 o
(PR.)y () =275 /0 dp - /  d5ASY (fo) (3.322)
where SI(,O)O (fo) is given by (3.187)
£y L V1 — & _0odf
SE9 (fo) = ~DK)C Bt D DY e + 00 ¢l (3.323)

The momentum-space diffusion and convection elements D( )0 D(O)O and FISO)O
sociated with a particular mechanism O are calculated in chapter 4

Drift Kinetic Equation

The Fokker-Planck equation (6.1) solves for the first-order distribution function f; = f—l— g
(3.117). The densities of power transfered to f and g through the momentum-space
mechanism O are then respectively

~ [0 3 +1
— 9.4 p S0 (7
(PS.), @) =272 [“ap 2 [ a5 (7) (3.321)
a’ o8] p3 +1 0o
(P w) =2 [ L [ CacsO ) (3.325)

where 51(90)@ (f) and SI(,O)O (g) are given by (3.187) and (3.216)

oy [ < OFO T2 ]7(0) o~
(0) — _DO) 0 (0) £(0)
SO (F) = -D 5t D= o tEOT (3.326)
2¢©® /1 -¢2 Ha(0)
00 () = _p©oY 0 p©oy F(0040) 39
Sy (9) v op + » O + g (3.327)
The momentum-space diffusion and convection elements DZ()g)O, Dz(>£) F(O)O DI(,??),

5]()2) and EEO) associated with a particular mechanism O are calculated in chapter 4.

3.6.5 Stream Function for Momentum Space fluxes

When transport in configuration space is ignored, and a steady-state regime is assumed
to be reached, the Fokker-Planck equation reduces to the conservative equation (3.146)

Vp-Sp =0 (3.328)

Because Sy, is a divergence-free field vector, it can be expressed as the curl of a stream

function
Sp =V xT, (3.329)
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The expression of a curl in momentum space (p, &, ) is given by relation (A.279) in

Appendix A

10 1 a1,
_ 9 (A ge
S p@f( ! éT‘P)—i_p,/l_g 0y

10 1 o7,

Se = —— (pT,) — ———=—2L

¢ pap(p*”) I Oy

10 V1= ¢€20T,

=L (pryy - V=0

pOp p O

Because S, = 0, we can choose T = T}, = 0, which leads to

10
= —— 1 —&27,
Sp p@f( $ “0>
10
Se = —— (pT,
and we can rewrite
Sp =V xT,p

In order to give a physical meaning to T, (p, &, ), we define formally

Tép (¢7pa£) =K (vavg) A (d}vpvg)

(3.330)

(3.331)

(3.332)

(3.333)

(3.334)

(3.335)

(3.336)

where the function A (p, &) is such that the flux of electrons between two contours A; and
Ay is equal to ne (¢) (A2 — Ap). Lets consider a path 712 between the contours A; and
As. The total flux of electrons through this path, which is in fact a surface, given the

rotational symmetry in ¢, is given by

ru:// ds S, - 7
S12
:// dS -V x T,5
S12

:f del-@
Ci2

By rotational symmetry in ¢, and using (A.272), we get

Iy = Qﬂpz\/@ﬂo? — 27y \/@T@

K (p6) = "W

2py/1 — &2

i =ne (¥) (A2 — Ay)

If we define

we obtain
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and therefore the total flux between the contours A; and As is equal to n (¢) (A2 — Ay).
We call A (¢, p,&) the stream function, and we get finally

_ ne(y)0A
T (3.341)
ne(y) 0A (3.342)

Se = ————
¢ 2mpy/1 — €2 Op

Since there are no fluxes across the internal boundaries in the momentum space, this
boundary coincide with a contour A, and therefore we can arbitrarily set this value to 0:

A0,§) =A(p, 1) =0 (3.343)

Then A can be calculated by any of the integrals

2mp? (¢ 2mp® (€,
A, p, &) = n:r(];)) /1 d¢ Sp = n:(]ZZ))/l d¢’ S, (3.344)
or
J1 — £2 /4
A(ib,p,ﬁ):W/o pldp’ Se (3.345)

However, A (1, p, ) remains a function of £, which depends upon 6. Starting from the
bounce-averaged fluxes, it is interesting to compute a function A (1, p, &), such that

50 _ me () 040
2mp?  0&o
50 ne () 9AD

¢ T omp/1-8 o

(3.346)

69



3.6. Moments of the distribution function 3. Kinetic description of electrons

We first need to demonstrate the existence of such a function. Starting from S,(,O),

A©) (4, p, &) = 2”9

/ ach {5}

€o Omax /
i) [

e, 1|1 2T df 1 r B oA
—[ﬂ%whgi% R A
o |1 ™d) 1 r B
by LR
&o , B _l 50614
/ld&)H(w 1 ) e

_ o1 ’/%MTBU/ )
M (247, o 27r‘¢} ‘R Bp U 35'

o |1 /27r dd 1 r By
= = |z 7A7770'A
Aq _2 pell P QW‘w,?‘Rpo
qg |1
=93 [22 (dA)y (3.347)
o lr
where we used
1
Omin <0 < Opax & B < By < 4/1— E < |§0| (3348)
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(0)

Now, starting from S5

A©) (4h,p, &) = zﬂm/ {

, we have

i

27r\/1— 1 ma"d@ 1 r B ks
emin ‘1/}

P 1|1 Omax g 1 B 1-£20A
:/ ol |y / iAiLiii\/ﬁoi/
0 )\q 2 o T emin 27T‘w/\ P 1_62

_ 2 |ly (/%“fwAl D [
)\q _2 s |7 Ormin Qﬁ‘w?‘ RpBP\I/ 0 8])
o [1 ] /em dd 1 r By
= = |= 7/\7770'14
)\q _2 EU:_T Ormin Qﬂ‘w'? Rp Bp
7 |1
=% [2; T<aA>V (3.349)

and we find the same function A(®). The existence of a function A() verifying (3.346) is
therefore demonstrated. We need now to demonstrate that A verifying (3.346) leads to
the bounce-averaged Fokker-Planck equation (3.166):

_ 190 o900y _ 10 _ (0)
{Vp-Sp} = ]?87]9 (p SP ) \p O&o ( 1 fg)‘séo >
18(wmwwv 1a( <wemw
S r il - — o [ V1-&A

p2op \© 2mp? 9 Ap 0% 2mpy/1— & Op
1 82 [/\ne () AO] 1 & [/\ne (1) A©
Y Ip&o 27 Ap? 9&p0p 21
=0 (3.350)
In conclusion, a stream function verifying
(0,60) = A(p,£1) =0 (3.351)

has been found which leads to the bounce-averaged Fokker-Planck equation and which
can be calculated from the bounce-averaged fluxes by either

21 o 2 2 &o
O (@, p, &) = ?];) /_ 1 dgy S = n:(fp) /1 dg) 1 (3.352)
or
AO (4, p, &) = 27” 50 / pdp' 5 (3.353)
relations.
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3.6.6 Ohmic electric field

The electrical conductivity of the plasma o, is defined as the ratio of the flux averaged
current density <J||>0 to the flux surface averaged parallel Ohmic electric field <EH> 5

@
(T
oo = (3.354)
(B,
By definition,
1 ™49 1 r By PO
(Ej), () = q(w)/o o 5. R e (0F) kg
1 [*d9 1 r By(y) Br
- [ % r By (4,0) 2L
i o SR B 10
1 [?™d0 1 r BrEj(¥,0)
= —— — - 3.355
Q(TP)/O 2 | 7| R Bp ¥ (¢,0) ( )
Using )
1 R
By (v,0) = g7 0.0 R—SEHO (1) (3.356)
where E|g (1) is the value at the minimum magnetic field By, one obtains
1 (?™d9 1 r Br Ejo(¥) R3
(), =3 | 2[5 BB V2 (.0) B2
B 1 (*d) 1 rBr 1 R}
= E)o (¢) 5 /0 %Wﬁgmﬁ (3.357)
or
B IR, (*d0) 1 r B&[EBr 1 R}
(B0, 0= B0 37 | 5 [G-7| FaBe € ST Ea
1 R, (d0 1 r B &
— B i - = >
Ow’)quo/o 2w‘@.?‘Rpo£X
§ Br BroBo 1 Rj
|:§OBT0 By B 2 (wﬁ)Rf”]
— By (¢) I1BroRy (*df 1 r Bg& [glR(Aﬁ]
— NG By Ro Sy QTFW.?}Rpoﬁ o U3 (¥,0) RY
_ 1y Bro €1 R
Eio () aRo Bo {050 W3 (1, 0) 34}
q R, Bro~
= Ej (¥) %szBiT;)M,—:sA (3.358)
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Case of circular concentric flux-surfaces In that case,

gg:; =l+e (3.359)
and since Ry/Ry =1/(1+¢),
(Ejj)y (r) = %XL*L?EHO (r)
= %Xg,oﬂm (r) (3.360)

using relation VU (r,6) = R/Ry. Therefore,

(Bj))y (r) = %EEHO (r) (3.361)

as XL_LQ = HE for circular concentric flux-surfaces. Moreover, in this limit,
(0) (0)
eI
Oc = = (3.362)
By Elo
since
(0) _ Br [T+e€ 0
iy (0:0) =5\ 1727 (3.363)
with

0 27TQE/ 2dp/ dﬁOH ‘fo’ gOT) @ (w’p’ €0) (3364)

In that case, the neo-classical conductivity can be elther calculated from flux surface
averaged quantity, or local values at B = By.

3.6.7 Fraction of trapped electrons

The ratio between the number of trapped and passing electrons is an important quantity
in the neoclassical transport theory, since the parallel viscosity responsible for reduction
of the Ohmic conductivity and the bootstrap current level are both roughly proportional
to this parameter. Therefore, under the influence of RF waves, its large variation will
indicate unambiguously that significant macroscopic changes are to be expected on the
current generation and the power absorption due to neoclassical effects. We could expect
to encounter such circomstances especially when wave-particle interaction takes place in
the near vicinity of the trapped-passing boundary.

The starting point of the calculations is the determination of the flux averaged density
(ne) . According to the definition of the electron momentum distribution function f, the
local electron density n. (¢, 6) is given by the relation

+1 0
ne (16,6) = 21 / e /0 Pdp £ (,0,p,€) (3.365)
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Using the general expression (3.246) of the flux-surface averaging of a volumic quantity

<ne>V (w) =

1 [? 1 B
= /0 40 r 0 Ne (¢7 ‘9)

iy oG A R B

e[ R s

[e'¢) 2 1
=2f/ pzdp/ w9 B
q Jo 0 27T‘¢.$‘Rp Bp

+1 1
/ [2 j{j] & £ (6,0,p,) (3.366)
T

-1 o==1

where the trapping condition evaluated at the location 6 is given by

_ B(¥,0)
€] <&r=/1- B (@) (3.367)

Using &d§ = W¢pdEp with the condition (3.270) on &

ol =4 /1 -5 (;’0) (3.368)
¢ 1
TW%@QH(@—WM—WWﬂ)%o@%%

Note that the condition (3.368) is equivalent to

one get

IR >

o==%1 o=%+1

emin (wa {0) < 0 < emax (1% ‘SO) (3370)

so that, the integrals over 6 and £ may be permuted,

_2771_ 002 +1
<MNW—AAPM/ dcox

q -1
1 /emax d 1 r BE&
9 PYIPN 777}0 (¢797p>£0) (3371)
[2 U:Zj:l] T emin 27T ’77/} . 5"\ Rp BP 5

where the bounce-averaging of the distribution appears naturally. Therefore, expression
(3.371) can be rewriten in the simple form

~ oo +1
mmszwéA ﬁ@/"d@wﬂwan@» (3.372)
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and the exact trapped fraction F; is given by the ratio

Jo? prp [T N {f} dgo

Fi(¥) = (3.373)
o def_“ M fYdéo
where A is the normalizgd bounce time 2.11.
Since, {f} =~ £ +f©
fOO def+§0T)\ g([)) d&)
Fo() = — or [ } (3.374)

S pdp [N S+ O 4 g0 ago

taking into account that f(o) is an odd function of &; in the trapped region.
When féo) = fé(])\zl = far is a Maxwellian distribution on the magnetic flux surface v,

f(]oo de f+£0T )‘fong()
JoZ p2p [ A [fOM + QM] déo

FM (4) = (3.375)

taking into account that g](\(}) = 0 for trapped electrons. Neglecting the contribution of

gg\(}), the zero order trapped fraction ]-"tj‘o/[ is given by

Ji° B S AT (0, 0) o

Sor (Y

FM (@) = (3.376)
Jo pPdp fj11 /\fOM (p,v) déo
which reduces to ()
or( )\d&) tor(¥) § 4
Fiy () = S e _h t (3.377)

s )\dﬁo L dg

In this limit, }“f(\)/[ is only a function of the geometrical magnetic configuration, while
is the general case, JF; is a fully kinetic quantity.

Case of circular concentric flux-surfaces In that case, the normalized bounce time
is simply

A(&) = /0 o ;Ziio - [ (&0, éor) — *EOTJ2 (&0, EoT) (3.378)

which may be expanded up to the second order with an excellent accuracy as shown in
Appendix ?7. Here,

min

2¢
1+e€

§or = (3.379)

with € = r/R,, the usual inverse aspect ratio.
It is interesting to estimate the parametric dependence of ftj‘oj for e < 1. For trapped

particles, , )
v (&) s [ (§) = (2]
A8o) = T o &r pSor | B & b &r (3.380)
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where K (x) and E (x) are complete elliptic integrals of the first and second kind. Hence,

/HOTW) \ (&) de = 2;/5\&/1 5K (2) — e (K (2) — B (2))] da (3.381)
0 0
Using the recurrence relation
1 1

2 n 2 n—2

n/OxK(x)da::(n—l) /O:L' K (z)dz+1 (3.382)
and since )

/O oF (2) dz = 2/3 (3.383)

according to formulaes (6.147) and (6.132) in Ref. [?],

+éor ()
i [ Medeo = 22 ve - o (3.381)
For circulating electrons,
2 &r Lo &r &r
ve =7 |x () s () -2 ()] 15:3%9)
and
1 2V2 V' /K (z) K(z)—E(x)
/+50T<w> A (&) déo = W\E/\@( o te o > dx (3.386)
From the relation
Kx(f) do = —E;‘w (3.387)
which is given by formula (5.112.9) of Ref. [?],
1 e (B K (z)- B ()
ASOT(@)\(ﬁo)d&J— Y %( et f/ E@ =P 4,
\f\/ + Q\fef / —(x)dx (3.388)
and using the indefinite integrals
/wdx = —E () (3.389)
and
E:E(f) = gi 2(z = 2)E (z) + (1 — 2%) K (2)] (3.390)
according to formulaes (5.113.1) and (5.112.12) in Ref. [?],

VK (z) — E (2) 53 K (0)— E(9) 52 m
. 3 _ 2 ~ 52
gméa /5 — dx F A a— (1—6%) + 3E((5)_ 45 (3.391)
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so that up to the first order term,

1
/ (&) déo ~ 1+ % (3.392)
0
Consequently,
lim i () ~ 2{ ~ 0.9v/e (3.393)

and the /e dependence in the limit € < 1 is well recovered, as expected from an intuitive
explanation.

It is worth noting that this result is well recovered by a simple Monte-Carlo technique,
where the poloidal angle 6 is taken to be a uniform random variable between 0 and 2,
as well as £ between —1 and 1. Using the relation (2.22) which translates £ to & at
the minimum B value, and considering that the particle is trapped when || < &or, the
fraction of trapped particle found numerically is exactly ]:t](\{ (v), while the distribution
scales like A (&) .

It is important to precise that .7-'15](\)4 is not the
by the well known relation

13

effective” trapped fraction F; i1 given

Feff.(w):1_3<h2>/1 radx

t 4 0 <\/ 1-— xh>
found repeatedly in the litterature for the bootstrap current or the neoclassical conduc-
tivity, where h = B/Bya, and Biee is the maximum value of the magnetic field B along
the particle trajectory. This quantity results from the reduction of the conductivity due
to trapped particles, or the onset of the bootstrap current. Its expression with notations
used in the text is determined from the bootstrap current calculations with the Lorentz
collision operator, as shown Sec.5.6.2. It is important to notice that fef I is in princi-
ple not a fraction of trapped electrons, and in addition there is no demonstration that
Fy i1 < 1 is always satisfied for all magnetic configurations, as mentioned clearly in Ref.

(3.394)

[?]. In fact the denomination “ effective” trapped fraction Fj 7 is quite confusing, since

it applies only for Maxwellian regime, and is not established as a kinetic quantity like ]:% .
This point is especially important when non-Maxwellian distributions are considered for
evaluating the bootstrap current. Consequently, F; 77 must not be used in such regimes,
but only F; as an true physical sense for comparisons between different regimes.

3.6.8 Runaway loss rate

Primary generation When the Ohmic electric field £ exceeds the Dreicer level Ep,
a fraction of the electron population run away. The total number of electrons is therefore
no more conserved, since the flux S, # 0 at p = pmax, on the boundary of the integration
domain Y. The runaway loss rate I'g is given by the relation

// (¥, p§) - (3.395)
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where the element of surface dS (p) = p?dédpp according to the Appendix A. Therefore,
since [ dy = 27 by symmetry, one obtains

+1

Tk (¢,0) = 2mp? B Sp (¥, e, §) d§ (3.396)

where p,. is the critical momentum above which electrons runaway. The value of p. cor-
responds to the threshold where collision drag may not counter-balance electric field ac-
celeration, and its value is therefore dependent of the model used for collisions. Since
electrons with p > p. will never cross back this threshold, they leave rapidly the do-
main of integration, and I'p (¢, 0) is weakly dependent of p when p > p.. In particular,
I'r(v,0) =~ TR (¢, 0), where

+1
TR (1, 0) = 2mph s Sp (W pe ) dS (3.397)

Consequently, p. is considered as a free parameter in the code. The flux-surface averaged
runaway rate (I'r)y, is given by the relation

21 A9 1 r By(y)
r =2 = -2

7 Lr(¢,0) (3.398)

or

Sp (¥, pe, &) dE (3.399)

27r2/2ﬂd0 1 7 By(y) [T}
q 0

(Cr)y (V) = —=p¢ gw?‘ﬁp Br |,

Using the usual condition on the trapped electrons,

! B ! o g 1
/_1 d¢ = /_1 U (1, 0) —5 H <\§0] 1 T (1/179)> d&o (3.400)
one obtains

o +1 1 fmax g9 1 r B &
F = = 2 d a 777775 y Mmax
< R)V (@Z}) g Pe /;1 50 [2 E ]T/Gmm o ’{/)\ ?’ Rp BP f P (¢ p f)

[

+
2r

1
=5 {Sp (¢, pe, )} A (¥, 80) 4 (1) d&o

7 [
—Tom? [ A0 80) S (1) do (3.401)

-1

since the sum [% ZU}T may be added, because S, (§) does not depend of the sign of &.
in the trapped region. The density A (ng), of runaway electrons lossed per time step At
is then simply (I'r)y (1) At, and in order to preserve the code conservative, a source of
thermal electrons corresponding to a similar amount of electrons lost must be added in
the set of equations to solve.
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Secondary generation The Fokker-Planck approximation for collisions is valid so far
electrons suffer only weak deflections. Knock-on processes are consequently neglected.
However, for electrons with a high kinetic energy p > In Af, such an approximation is no
more justified, and collisions with large deflections must be considered. The effect may
change significantly the picture of the fast tail build-up by leading to an avalanche process
that could modify the runaway electron growth rate

L dmr)y 1 Anr)y  (Tr)y (3.402)

nR)v dt <nR>V At <nR>V

’YR=<

Here (ng)y is the flux surface averaged runaway density.
The source Sk of secondary runaway electrons is given by a Krook term of the form

7]
S . _ NRVe ig 1 56— e
R (w p f) A lnAee p2 8]) 1 W (é. § (p))
= Sré(€—Er (D) (3.403)
where

i
. oRrppP —1
& (p) = L = am/%r : (3.404)
V14 8Ep2 41 v

is the pitch-angle of the secondary electron produced by collisions, which is here deduced
from momentum and energy conservation of strong elastic collisions between relativistic
particles (See Appendix ?? )!, and

NRVe 1g 1 NRVe 1 ~+1

== = 3 (v —
4mIn Aee p? Op 1_W dmInAee (p) p* v (v — 1)

Here, v =14/1+ Bjs p? and the normalized density of runaway electrons np is assumed to
be uniform over a magnetic flux surface 9, so that ng = ng (¥) = (ngr)y , InAec is the
usual Coulomb logarithm for electron-electron collisions, which is a function of p for high
energy electrons, and or = v /v indicates the direction of acceleration for the runaway
electrons.

The bounce-averaged expression of Sg is given by the usual relation

_ Lt fexd) 1 1 B &
tSr} = A [2 ZL /9 o ‘ 3 ?‘ R, Br 5SR (¢,p,¢) (3.406)

Sk (p) (3.405)

g

or

[Sa} = Smmj,qv[;z]
o |7V 0Omin
— SH) {5(6—€) (3.407)

'Here p is normalized to pih = mev;rh as discussed in Sec.6.3.4, and is not normalized to m.c as found
in the litterature [?].
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In order to calculate {0 (§ —&*)}, it is important to recall that £ is a function of 6,
according to the relation

E=o\/1- U6 (1-8) (3.408)
where U (¢,0) = B (¢,0) /By (¢) . Using the general relation § (g (z)) = >, 0 (z — zx) / |9 (x4
for the Delta function 0 (), where xy are the zeros of function g (z) and ¢ (z) = dg/dx,
one obtains

3 26 (0 — 07) €7
k=1,2 ‘\II w,@* ‘ (1_50)

where 0 are the poloidal angle values where the secondary electron emerges, which verify
the relation

0(€—¢&r) =

(3.409)

o\J1-w (.67) (1-€) — € =0 (3.410)

or
By 1-¢2 2

By 1-& (1-8)(v+1)
Indeed, the equation W (3),6;) = C has in general two distinct solutions in a tokamak
magnetic configuration, except at 0* = {0, 7} . Therefore,

1|1 bmax dp 1 r B & 2% .
{@5”AJ§jA 2[5 A R Br € 2 W a0

T min 27T ‘w . ?‘ P k:172

U (v, 0;) =

(3.411)

(3.412)

or

27 *
B 17 Bl g 21¢"| 5(0—07) (3.413)

Ge-en=-5 [ 2w 5] o Br € 2, [ 0.0 (1)

since the integrand is an even function of ¢ (or &y). Consequently

. 1 1 rer Bor & 217
S(E—€))=— - k : 3.414
O L R g Y
) - =n > Do 2__lol1=¢") (3.415)
)\fqvkzl’g ‘TZJ\ 7/:0* Rp BP’HI: \II/ (w’ 0;;)} (1 - 53)2

since

or =& (3.416)
Finally,

1 1 79 By 2 [6l(1-¢7)
Skp) = Y A Ry Bra [V (0.0)] (1- &)

(3.417)

{S } S (vaaé.O)
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and using relations 3.405 and 3.404,

1 1 By & 1
Sy (.p, &) = )y ve 1 (3.418)
R TInAeeRp p3 v (v — 1) )\q (1-¢2) kZI:Q ‘7/) T‘Bp|\1f| .
k
where (ng), = ffoo (I'r)y, dt corresponds to the total number of runaway electrons pro-
duced at the normalized time t on a flux surface .
The flux-surface averaged source term (Sg),, is given by the general relation

C2m [dO 1 Bo(y) [Prex
(Sahy (0) == /O [ A B [ 2mta Csnpde  (3.419)

min -1

which becomes

42 [Pmax T dg By [t
(Sr)y (8) = 2 / S () P / W1 B [T enyae (3420
min 0 —1

7 2T ‘d} . ;:‘ Rp Bp
or ) ,
471 Pmax T 40 1 r BO
S = A/ Si (p) p*d / —— 3.421
(Sr)y (¥) i) Sk (p) pdp o W ?‘ R, Br (3.421)
Since by definition f i 0 (€ — &) dE =1, and using the relation
2m
6—/ dj%L@ (3.422)
0 27 ’¢ . ?’ R, Bp
one finds »
Sahy ) =17 [ S o) (3.423)
Or min

TNRVe

(Swly (8) = T p

1 1
- (3.424)
/ 2 2
L—y/1+ thplgnax I—y/1+ thp?mn
assuming a weak dependence of In A.. with p in the interval of integration.

Recalling that ngr = (ng)y, , the relation between the normalized secondary runaway
source and the runaway rate is then simply

1
2 2
-V 1+ Bthmax —\/1+ /Bth?nm

where values ppin and pmax correspond respectively to the runaway threshold p. and the
upper momentum boundary of the integration domain of the Fokker-Planck equation. An
estimate of pyin is given in Appendix ?7. In the limit Bjipgnax > 1,

t

S ) = [ CayydrTE

—0o0

(3.425)

00 t TV, 1
(Sr)y (¢) = (Cr)y dt— S (3.426)
- “ 1+ /Bthpr2mn 1
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and using the relation ﬂ;r,? p?nin ~ 2E./E| when E| > E,, where E, is the critical electric

field for relativistic electrons,

t TV 1
SwFw) = [ TRy
—o0 Dlee /14 2E./E| 1
t e B
~ / Ty i (3.427)
Using relation

E.
5 =0 (3.428)

between Dreicer field EFp and the critical electric field E., one obtains finaly when E /Ep
2
> Bins

t E
(Sr)V () = / (Tr)y dtlﬂieﬁf,fE—[”) (3.429)

—0o0
A similar expression may be derived in the opposite limit, i.e. when Ej 2 E.or E /Ep
2z ﬁ;f In that case,

1
12 2 SR 4
6thpm1n 1— E*/E” (3 30)
Accand
t TV, ﬁn
00 (1)) ~ r e 1 - [tk 431

Since the secondary source term will enhance the fast electron density above puyin, for
a given electric field, the effect of strong Coulomb collisions will greatly increase the loss of
runaway electrons. The fact that (Sg)}; is not proportional to (I'g)y, but to ffoo (TR)y dt
clearly indicates that all the history of the fast tail build-up plays a crucial role on the
dynamics at time ¢, and consequently, only a time evolution is meaningful for this studying
this problem which has basically no stationnary regime. A stationnary regime may only
be found if E) evolves so that the plasma current is kept time-independent.

3.6.9 Magnetic ripple losses

Though magnetic ripple losses is a full 4 — D problem, it can be considered in a simple
manner by defining a super-trapped volume VSPT in momentum space,

0 +1
VR, (1) = 27 / pAdp / H = p0) (1 H (0] - &os7) dy (3.432)

in which particle escape the plasma. A low energy, it is bounded by the collision de-
trapping when p < p., while the pitch-angle dependence results from the condition that
only electrons whose banana tip enter the bad confinement region characterized by the
well known criterion o* < 1 are trapped in the magnetic well, in an irreversible manner.
As shown in Fig. 3.1, even if this is a rather crude modeling, it captures most of the
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Z (m)

cmcem

Figure 3.1: Domain in configuration space where magnetic ripple well takes place for Tore
Supra tokamak

salient features of the physics. Therefore, all trapped electrons which in addition fullfils
the condition pj /p < &ost are super-trapped. Here, {ygr is deduced from the intersection
between the poloidal extend of the banana and the good confinement domain o* > 1 on
a given flux surface [?]. The pitch-angle threshold {ysr depends therefore of the radial
position 1 and close to the edge,

lim {og7 = &or (3.433)
Y—a
which indicates that all trapped electrons are expected to escape the magnetic config-
uration. Furthermore, it is assumed that electrons, once in this magnetic well, do not
contribute anymore to the overall momentum dynamics, which is obviously a very crude
approximation.

An heuristic description of this process may be obtained by introducing a Krook term
restricted to the volume V§T in the Fokker-Planck equation

3| = vase o (0., &) H (p—pe) (1~ H (& — osr) (3.434)
where Vd_SlT is the drifting time taken by super-trapped electrons for leaving the plasma.

In order to reproduce the fact that super-trapped electrons are decoupled from the mo-

mentum dynamics, a simple method is to force Vd_SlT < 1p. Without detailed knowledge

of the local dynamics, v, is taken constant in Vé’T, which is obviously a coarse approxi-
mation. However, in the limit Vd_SlT < 1, the shape of the distribution function becomes

independent of v4,., since by definition fO(O) (¥, p,&) ~ 0 in the super-trapped domain.
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Obviously, when a Krook term is introduced, the Fokker-Planck equation is no more
conservative, since a fraction of fast electrons is definitively leaving the plasma . Assum-
ing the particle loss rate is small, a steady-state solution may be found, provided some
external source of electron is added, in order to keep the density locally constant. This
important point is discussed in Sec.5.7.1. The new form of the bounce-averaged Fokker-
Planck equation is

oy
ot

+ Vigpen) - S + vag, S H (0 — pe) (1= H (€] — &os7)) = 0 (3.435)
and in this stationnary limit lim;_, o, 0 féo) /Ot =0,

Vigpen) SO = —vag, £SO H (p = pe) (1 = H (%] — €os7) (3.436)

Losses are assumed to be mainly local, since they occur on a very short time scale as
compared to the fast electron transport one. Therefore, only the momentum dynamics is
considered, and integrating equation (3.436 ), one obtains

/ / " Vo) - S Iy, dpdéodyp
=[], rasr 7B 0 =0 0 0l o) e (3

where J, and Jgo are the Jacobians as defined in Sec. 3.5.1. The magnetic ripple loss rate

T qu% (1) on the By axis is simply given by

M5 = [ vase f7H 0= ) (1= 1 (0] = o57) Tapieody - (3.438)

or (0) Pmax 9 +&osT (0)
) =2 [ [ v 0N w0 dey (3.439)
Pe —&osT
since [dyp = 2m.
An equivalent form can be deduced from the flux of particle leaving the integration
domain,

9 () / / Vo) - Sp Jpde, dpdéody
VP

= / / s ds (3.440)
SP
ST

using the Green-Ostrogradsky theorem, where SgT is the surface that encloses volume
V g7+ as shown in Fig. 3.1, SgT may be split into two terms corresponding to coordinate
surfaces

S8 =S8, + Sere (3.441)
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where SET,p is the surface at constant p, while SET@ is the surface at constant & .
Therefore, for the surface Sng,

Sp)-dS| |, =SpAA (4, &) déody (38.442)
ST,p
SY) - dS| S8y, = — SLpA (1, &) \/1 — Edpdp (3.443)
according to the differential relations in Appendix A. One obtains finaly
(0) B 9 +&osT 0) Pmax (0
Lgr () = 2mp;, . A (¥, &) Sy déo + 4T\ (9, +6osT) \/1 — Egr PS¢,
—S0ST c

(3. 444)
(0)

since the flux S£0 is a symmetric function of &.

3.6.10 RF Wave induced cross-field transport

According to adjoint formalism developped by P. Helander [?], the flux surface averaged
cross-field particle flux may be expressed as

©-vi) = (T8 [ (VoS5 viih) ) (3.445)

where |I ()| = RB7, and the Coulomb deflection frequency v% is given by the relation
erf (z) — G ()

g () = ve () Zegy () T2 (3.446)
with = = p/v/2 and
erf (z) — zerf (z)
G(z) = 52 (3.447)
Expression (3.445) is only valid in the non-relativistic limit, i.e. when ﬁ;rh < 1
From the expression of the flux divergence Vy, - sz
10 10
CQRF _ 2 GRF g 2 oRF
Vo S5 = g, WS g (V1-esF7) (3.448)

one obtains
+1 o B
RF 33, _ 2 oRF 2 0 — RF
/p”v - SREdp 277/ dp/ [ oy PPSET) — g (Vi-es] )]dg‘ (3.449)
where
0 —+1 a
—27r/0 dp » &517255 <\/1—€25§F) d¢
< 5 rF] T i RF
_ QW/O pdp<[§\/1§25'§ }_f » V11— &8} d§>
00 +1
= 2 2d V1 — 28K q
W/o p p/_1 §°5¢7 dg
+1 e’}
= or / V11— €2de / p*SEFdp (3.450)
—1 0
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and
00 +1 o +1 > 9
o [Cap [ e (PSF)de = o [ ede [ pg (PSE)dp
0 -1 p —1 0 p

+1 0
27r/1 5d§<[p3sjff]0 —/0 pzsjjfdp>

+1 0
= —2r / £de / p* S} dp (3.451)
-1 0

assuming that lim, . p?’S;UE = (. It is important to recall that this condition is more

stringent than the equivalent one for RF power calculation, where the condition lim,,_, pQS;zf =
0 must hold.

Therefore
+1 00 +1 00
[oive-simdp=on ([ Vi@ [T psEra- [ et [Trsiap)
(3.452)
and finally

/pn (Vp - S —v§ (p) fo) d®p
1 1
- 27r/+ \/1—§2d§/ p*SE dp — 27r/+ 5d§/ ? (S + vppfo) di3.453)

Since (I" - V) is a volume quantity, the flux surface averaged expression (3.445) may
be then expressed as

(T Vi) = (T - Vi) = (T Vi), (3.454)

where

. _ 2n 1 (¥) Ao 1 r By(w +1 — o R
(T Vzb)l—qA qe/o 2”‘1” ‘R o B/ V1 §d§/ SEFdp  (3.455)

: _2mI(y) [Fds 1 TBO( 1 RF | ei
@i, =720 | e 5 [ st [T ISE B sl dy

(3.456)

Expressions (I' - V1)), and (I' - V), must be expressed in terms of bounce-averaged

quantities so that calculations may be performed numerically in the code. By permuting
integrals,

(T Vi)

21 1 B +1
d0 r Bof / V1—€2SEFde (3.457)
o ‘w ‘ R, Bp
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and since /1 — 525227 is an even function of ¢ for trapped electrons, it is equivalent to

Tdop 1 r Bo(y) 1

v 2d — — - V1-SErd
(L= Vo) 27r’12_5;’ R, Bp B _ij / -¢ ¢
(3.458)
Using £d& = W&yd€y with the condition (3.270) on &y
1
ol =4 [1-5 0.0 (3.459)
we get that
i _ i v (¢7 9) 50 1
I H<W_]_wwm> (3.460)
which is equivalent to
emin (w, 50) < 0 < emax (d}a fO) (3'461)
Therefore,
2m
T-Vy), - d 1 r By(y) 1

iﬂJﬁR;BPE

Ji gww& 05 )ﬁﬁmm
[ U_ijT/_ ' i w’ 9) ‘

so that, permuting the integrals over 6 and &gy, we find

_27r] 9 +1
v, = Z 0 [T [ dani-g

1 bmax g9 1 r B & (Bo(¥)\’ 3/2 GRF
XLﬂJ (8 v

min 271- ’1/} T P

o=%1
or
21 I(y +1 Omax g9 1 r B &
< >1 QeBO _Z:I:l T Omin 27 )¢ ,,’n" Rp Bp ¢ ¢
(3.464)
which is equivalent to
+1
(T-V), =27 quO / 2dp/ A 1—§2 WS”}dg (3.465)

where we use the bounce-averaged definition

amax
Y ) o T
9. . .
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Much in the same way,
(L-Vih)y = (T - Vih)yy + (T - Vih)gy (3.467)

where

2wl () [ o, ["d0 1 v By()1 [T nr
r. — d — — — SR7q 3.468
L Vol = 2= /0 P p/o 2ﬂ]$-¢]Rp Bp B/-lg” ¢ B

and

2 I () [ . 5 Td9 1 r By(y)1 [T
r. =__" d — — — d .
(T'- Vip)oy 7 0 /0 VpP p/o Qﬂw?‘ R, Br BJ., £fodg (3.469)

Applying the same technique as for (I' - V), , using the fact that S;zf &) = SZ}F (=¢)
in the trapped region, one obtains

) o2 l(W) [, Tdo 1 r By(y) 1
(T-Vip)y = - /0 pdp/o

q %’@_?’}Tp Bp B
X EZ /H\II§H o] — 4/1— ! SR dgy (3.470)
2 R w(p.0))r 0
o=x11p
or ( ) 41
qg I /002/ {5_1Rf}
r-v =2T=——— d Moo o=V S d 3.471
< Yl da.Bo (@) Jo ), 0 £o P 0 ( )
since the integrand is odd in &gy, and
£ Rf} 11 ] /(’max o 1 r Bgo( & Rf>
o=V S = == T < A 5 < o=V S
{ ) P Aq 2U:i1_T Oonin 2W‘¢.?‘ R,Bp & \ & P

1|1 Omax gp 1 B
IRYaE / T B B (3.472)
_2 o=+1] T Omin 27‘— ‘w . ?’ Rp BP

In a similar way,

2l () [ .3 Tdf 1 r By(y)1
r. _ 222\ d “v . el
L Vo) q e /0 oP p/o 2m W ?’ R, Bp B

1 +1 1
X [2 U;jT/l W H (!éol - m> fde  (3.473)

and since fj is constant on a flux surface 1,

Fo (,0,,€) = £ (v, p, &) (3.474)
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and an even function in &y for trapped electrons, one obtains

NN o 1) ; fr£0m)
o Vi =2l 2O [Ty [V {ofu e @

or

q I(v)
Vi), =27=
< )22 7 qeBo (v)
Finally, it is necessary to evaluate o {05%\11_15’;27 } and {\I’_l/ 2S§f } from the quasi-

linear diffusion coefficients. Starting from the conservative form of the wave-induced fluxes

/ Vngdp/ &0 /SN 1.0déo (3.476)
0

in momentum space

afO V1-£€20f

RF RF DRF

ST = D e (3.477)
dfo V1-80f

RF RF RF

&7 = DR DY (3.478)

and using the fact that fj is constant on a flux surface 1,

o—{gf\p 1572?} — _g{ 5\1; 1DR]-'af0}+0_{ {\II 27}E]E\/1_;8fo}
0 0

o P o p 0
— £ -1 R]-'} of” | 1-& {52 ~3/2 R]-'} 9 éo)
—o{oguoi ) e R (e

and

{\If‘l/ngw:} = _{Dgf\p 1/28f0} {DR]E\I/ 1/2\/1—73f0}

p 0
- a5  J1-8 3 /"
_ _{Dgfxlf 1/2} 8(;9 += 00’{0&) IDRf} %03 480)

Using diffusion coefficients (4.233-4.236) defined in Sec. 4.3,

DRF = Z da- p,§) (3.481)

n=—oo b

+

-3 »- ﬁ[ e g e
n=—oo b

Z > - \/1_7[ 52—7;?] DI (p,€) (3.483)
n=—oo b

- S S Ef-e- ] e .15
n=-—oo b
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one obtains

0{050\1/ 1D;§f} = Z o { 05\11 'DEF(p g)}

n=—oo b
400
= > Z(l—fg)U{U;DZ?f(paﬁ)} (3.485)
n=-—oo b
{fij 3/2DR}'} _ Z Z{ \/1—75 3/2[ _er n(bl] Z,zf(l?af)}
0 n=—o00 b
+00 0
- n_z_:mzb: \/750 [1_50 nbO} {aépg?f(p,g)}(?,.%ﬁ)

{pETe} = > Z{ [ —fz—fff] \If”zDZif(p,@}

n=—oo b

+oo /
= Z Z 50 [1—50—“?)0] { 550 DI (p 5)}3.487)
n=—oo b
and finally
f +0o0 1 QO 2§ B
U{O’SO\D 'D R]:} = n;mzb:a{aéﬂ [1—52—7;{)] g‘y 1D§f(p,§)}
nQ 2
- Z 252[ _go_w:] { ioqu T (p g)}(3.488)
n=—oo b

where Qg = /¥ is the cyclotron frequency taken at the minimum B value. An interesting
result is that o {Ug%W*lef } depends only from D (O)D(p, &) already defined for the

wave-induced bootstrap current in Sec.4.3, while {\I/ 1/ Qngf } depends from a quantity

that is very similar to DRF(O)FQD7 &o). Using definitions
f)ff T OP(p,g0) =0 {aéplﬁg (p, g)} (3.489)
55‘:(0)F(p, &o)=o0 {a (T —1) ?D&S(p, 5)} (3.490)
one obtains finally
§ < ~RF(0)D ~
o {U&)‘I’_ID;?} = > > -&)D,,, """ (p.&) = DT (3.491)
n=—oo b
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{5 o 3/2D’R]-'} io Z \/ fo [ e nﬂo] 51135(0)13(1)7 £) = DRFO

£2 i 23
(3.492)
and
+o00
{pproe} = 3 S VAZS g M (BRor g 4o [y })
n=—oo b
- Dgf(o)JrDRf 10 (3.493)

o{ofving) - > Sal 50—"90] (B w0 + o {0 L DiE .00} )

0

n=—oo b
= DT 4+ i (3.494)
where
R]—'l Z Y- \/750[ e nﬂo} {U?D}}S(p,g)} (3.495)
n=—oo b Wy
and

0 2
- Y S g -t o (o Sotne) @

n=—oo b

The bounce-averaged quasilinear diffusion coefficient o {050 DRF (p, & )} may be easily

deduced from calculations of the RF wave-induced bootstrap current

1 rg, B% €3
U{U?DES( 5)} = pre 170, B2 & pyReg,

n X
pléol NG R, BY% & "0

H (B = Bun) H Gae = ba) 0 [; Z] o0 (Nb\l B N\?rbes) ‘@%’é,%?ﬁ
T

g

using notations defined in Sec. 4.3.

3.6.11 Non-thermal bremsstrahlung

Several other moments of the electron distribution function may be calculated, mainly
for diagnosing purposes of the plasma performances. In most cases, the local value of
the distribution function f must be determined not only at different plasma radius, but
also at various poloidal positions. In that case, the problem is 4 — D, since its shape is
function also of the poloidal position on a given flux surface ¥. A good example is the
calculation of the non-thermal bremsstrahlung [?], which requires the exact shape of the
distribution function f at each plasma position along the lines-of-sight, as well as the local
angle between the magnetic field line direction s and the direction of observation d.
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The number of counts N, that is recorded by a photon detection system in the energy
range Fg+ AFE between times tpmin and tyax is given by the integral

tmax ED+AE dNE t E)
Ng, = dt —2dF 3.498
Fo / . / dtdE (3.498)

where dNg (t) /dtdE is the measured photon energy spectrum. Its relation to the effec-
tive photon energy spectrum dNy (t) /dkdt emitted by the plasma in the direction of the
detector may be expressed as

W _ /000 na (k) (1 = np (k) G (k, E) de (3.499)

where G (k, E) is the normalized instrumental response function,
/ G (k,E)dk =1 (3.500)
0

which gives the overall broadening of the energy spectrum, 14 (k) the fraction of photons
that transmitted rather than being absorbed by various objects along the line-of-sight
between the plasma and the detector, and finally, 1 —np (k) the fraction that are effectively
stopped inside the active part of the photon detector. For most detection systems, G (k, E)
is a complicated function, that is usualy determined experimentaly with monoenergetic
photon sources. It incorporates the photoelectric conversion process that may be usualy
modeled by a Gaussian shape around the photon energy k£ whose half-width depends of the
type of detector, and the Compton scattering by electrons, which can be approximately
described by a Fermi-like function?.

Since the plasma is an extended source of photons, all contributions inside the volume
AV viewing the detector with a solid angle A} must be added

de(t’k):/ o ANy (6,5, X5 d)
didk avi | Jaaw  dtdkdvas

dQ (3.501)

taking into account that photon plasma emissivity depends not only of the plasma position
X (inhomogeneity) but also of the angle b - d between the directions of the magnetic field
line bx and the line-of-sight d at X (anisotropy that results from relativistic effects).
In principle, both AV (k) and AQ (k) are functions of the photon energy, because of
the partial transparency of the collimating aperture with k. However, the design of the
diaphragm is usualy optimized so that this effect can be neglected.

In the limit where the aperture of the diaphragm is small, so that variation of the pho-
ton emissivity transverse to the line-of-sight may be neglected in the field of observation,
dNy, (t, k) /dtdk may be approximated by the simple sum

= / " gt (13- d) dl (3.502)
ddk ), dtdkdo) '

min

2The broadening that results of Compton scattering depends not only of the types of atoms of which
is made the detector, but also its shape. It is usually given by Monte-carlo codes that describe the
instrumental configuration in a realistic manner
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where L. = l¢max — lcmin is the chord length in the plasma, and Gp is a geometrical factor
that is independent of the position [. along the line-of-sight®. Here, ny = dNj/dV is the
photon density. By definition, the determination of dNy, (¢, k) /dtdk requires to evaluate X
and 7x - d as a function of  for a given magnetic equilibrium. Since magnetic flux surfaces
are nested in tokamaks inside the separatrix, the calculation requires the determination
of ¥ (Is), 0 (l.) and b - d = cos by (Ic) .

In the appropriate range of energy, the photon density energy spectrum results from
the bremsstrahlung process only?. It is the sum of two contributions, one arising from
electron-ion interactions, the other resulting from electron self-collisions

dnk(t,k,x,ﬁ-c?)_ dn;i(t,k;,x,@cf,zs) dnze(t,k,x,ﬁ-c?)

dtdkdS2 B - dtdkdS2 * dtdkdS2 (3:503)

which are related to the respective bremsstrahlung differential cross-sections do; /dtdkdS)
and doc./dtdkdS) by the relations

dn? (t,%,X,5-d. Z,) dow (k.p.F 5.2
dtdkdS = s (L9) ///d p dididO) of ((,X,P)  (3.504)

dtdkd) dtdkd)

where Z, is the number of protons for the impurity of type s°, whose density on the flux
surface 1) at time t is ng (¢, 1) . The velovity v is the velocity of test partcles, in accordance
with the definition of the cross-sections. Here cosy = k - p is the cosine of the angle
between directions of the incident electron of momentum p and the emitted photon of
energy k. If one defines the angles £ = cosf, = b p and cosfy = D- d the angle relation
between Y, 0. and 0, is

dnge (t,k,X,Z-J) 0o kp,k: p)
- ///d p of (t, X, P) (3.505)

cos X = cos 0 cos 03 + sin 0, sin 0, cos ¢ (3.506)

as shown in Fig. 3.2.

31t can be shown that the geometrical factor Gp may be roughly expressed as

Gp~

SDSd

Ipa

where sq and sp are the surfaces of the diaphragm and the detector perpendicular to the line-of-sight, and
Ipq is the distance between the intersections of sq and sp with the chord axis.

4This is the well known free-free radiation process which predominates for photon energies k much larger
than the fundamental Rydberg state Z2Iy of the heaviest impurity in the plasma, where Iy ~ 13.6eV
is the fundamental Rydberg state of hydrogen. For the carbon, Z = 6 and the condition is k > 0.5keV,
while for iron with Z = 26, it is k > 9keV. At lower energies, one must therefore consider the free-bound
radiation process.

5For a plasma with a single fully ionized impurity, the fast electron bremsstrahlung may be determined
using the effective charge Z.y, from which n, (1)) may be evaluated, as shown in Sec. ***. However, when
heavy impurities partially ionized are present in the plasma, their densities ns (1) = >, 1 (1)) must be
determined from an impurity transport code, which gives the contribution of all different states. Indeed,
when kinetic energies of the fast electrons are much larger than the fundamental Rydberg state, only the
charge state of the nucleus must be considered for the bremsstrahlung calculations, since screening effects
with bounded electrons is negligible.
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o>

o >

~>
N
.
x

cmecm

Figure 3.2: Directions of incident electron and emitted photon with respect to the local
magnetic field direction

It is possible to take advantage of the azimuthal symmetry of the distribution func-
tion around the field line direction as well as the relations between angles y, 6. and 6,4
using projection on Legendre polynomials, in order to reduce the required number of in-
tegrations. The numerical accuracy for the determination of dny/dtdkd2 may be then
greatly enhanced, while the computational time strongly reduced. Let define the series for
a function h (x)

> 1
— 2\ pm)
h(@) mZO (m + 2) W™ By, () (3.507)
where coefficients h(™) »
pom) — / h(z) Py (z) da (3.508)
-1

and P, is the Legendre polynomial of degree m.
Applying the Legendre polynomial series to differential cross-sections do® /dtdkd$2 and
do®® /dtdkdQ and to f (t,X,p,§),

dng <t, kXD d, ZS> o o 4l
—ne(tw) [ty [ dp [ dex
0 0 —1

dtdkdS2
ShS 1 / 1 do-gn) (kapa Zs)
;)m,z_()(m%) <’m *2) T dtdkdQ

£ (4,X, p) Py (cos X) P (€) (3.509)
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where
da(m) (k,p, Zs) +1 d(fgn) (k,p,k\'ﬁ, Zs) R
e W TS) r, PN 1
dtdkd$) /_ . didkdQ (k p) d (cos x) (3.510)
and
, +1
Fr X p) = [ (6K, p,€) Py (€) dE (3.511)

one obtains

dn¢i (t, kX b-d, Zs)

dtdkdS2 ns (8,9) / vade Z <m+ ) (m " ;> *

m=0m'=0

o™ (k,p, Z,)
dtdkd

2T +1
/ d(p/ A& Py, (cos x) Py (€) (3.512)
0 —1

Using the well known sum relation for the Legendre polynomials that holds for angle
relation between Y, 0. and 0,

£ (1, X, p) %

Py, (cosx) = Py, (cos8g) Py, (§) + 2 i mpﬁb (cosby) P (&) cos (ng)  (3.513)

where P (x) is the associated Legendre function of degree m and order n, expression
(3.512) becomes

dng’ (t, kXD d, Zs)

dtdkd) =ns (59 /0 ”p2dpz Z <m+ ) <m + ;> X

m=0m'=0

o™ (kypy Zs) opm I
—el 2 28 p(m) t,X,p)/ dipx
dtdkdS ( 0

+1
| P (cos0a) P (6) Pr (€)d€ (3.514)

since ) o n .
/ dp / ) Pr (cos0a) P, (&) cos (ng) d€ = 0 (3.515)
after permutation of mtegrals over 5 and . Using finally the orthogonality relation
“ S
P, (2) Py () do = —2mm 51
[ P @) P ) = B (3,510

where 9,,,,,/ is the Kronecker symbol, one obtains the simple relation

dng’ (t, kXD d, ZS) S )
=2 s \by 5
TrdkdC ™ (¢ w)/o up dpmzzo (m—i— 2) X
do'™ (k,p, Zy) SR
et 15 Z8) p(m) .
e EE ) (1, X, p) P (b d) (3.517)
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or
dng’ (t, kXD d, ZS> o0 )
=2 s \Us 5
didkd® mns (£ ) <m+ 2) X
m=0
P (Z C’[)/OOU QWJC(M@X )d (3.518)
' M e , X, p) dp :

A similar expression may be obtained for the e-e bremsstrahlung, and the total bremsstrahlung
is then L
_ I X, p, k)P < . ) 51
dtdkdS > <m+ 2> B (X, p,k) Py (b-d (3.519)

where the bremsstrahlung function Ij(Bm) (t,X,p, k) is

m) _ 2 ¢(m) dog; " (k,p, Zs)
I X =2 X s (6, X
5 (X, p.k) =27 /O v U (X, p) [Z" 6X) = Gdkaq °

o't (k,p)

e (. X) = a0

dp (3.520)

and the densitites ng (t, X) = ns (t,%) and ne (t,X) = ne (t,7) are considered to be uni-
form on a magnetic flux surface .

With this formulation, bremsstrahlung emission may be determined for any direction
of observation with the same numerical accuracy. Indeed, the projection of the distribution
function and the differential cross-sections over the Legendre polynomial basis is equivalent
to determine their value for all azimuthal directions. It is then only necessary to select
the interesting direction that is given by the local b-d value, which depends of the local
instrumental arrangement, but also of the magnetic equilibrium. This formulation is
particularly convenient when the instrument is made of different chords with different
orientations. It is not only important for tangential observation of the plasma, but also
for perpendicular ones, since b - d evolves with 1 as a consequence of the local magnetic
shear. Moreover, this method offer the advantage to evaluate dag-n) (k,p, Zs) /dtdkd and

daé@”) (k,p, Zs) /dtdkdS2 only once for various distribution functions, a procedure which
may save considerably computer time consumption when the distribution function and
the plasma equilibrium, i.e. b - d evolves with the time .

From expression (3.519), it is also possible to extract interesting local quantities about
the bremsstrahlung, like the mean radiation level in all directions of the configuration
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space dn}™ (t, k,X) /dtdkd

W — 1/dnk (t’k’X’ COSQd) a0
dtdkdQ 4w dtdkd)
1 (" T dny (t,k, X, cos 6
:/ d@d/ sin Oadipg k(dtdk:dQ 2 (3.521)
dnk t /ﬂ X §d>
/ dla—— 55— JLdbd (3.522)

5 Z <m+ > ™ (X, p, )/_11 d€aPrm (§a) (3.523)

and since Py (z) = 1, using the orthogonality relation (3.516), one obtains

aln%7T (t,k,X)

1 m=0
dtdkdQ = il(B ) (t7 X, p, k) (3524)

Much in the same way, the local anisotropy of the photon emission Rp (¢, k,X) may
be evaluated from the ratio between the forward emission corresponding to cosf; = 1 and
the perpendicular one corresponding to cosf; = 0.

The determination of I gn) (t, X, p, k) requires to evaluate the projection of the electron
distribution function given by the electron drift kinetic equation, at all X positions.® Since
the magnetic configuration is a toroidaly symmetric, only the radial 1) and poloidal 6
positions are necessary, and therefore f (t,X,p, &) = f (¢t,9,0,p,€). Since ™ (t,X,p) is
a linear function of f (¢,1,0,p, &), it may be split into the three contributions, namely

£ (X, p) = £5™ (6, X, p) + A1 (8, X, p)
= £ (&, X, p) + f (£, X, p) + g™ (. X, p) (3.525)

where fém) (t,X,p) are the Legendre coefficients for the zero order distribution function

fo, while fl(m) (t,X,p) correspond to the first order distribution function fj.
Like for other moments of the distribution function, starting from the angular relation

1
€o :0'\/1— W(1—§2) (3.526)

and using the relation &d§ = W (1, 0) {pd&p, one obtains for the zero order distribution
function féo)

5In presence of magnetic ripple, the local field line direction b must be carefuly taken into account when
the direction of observation does not lie exactly in a poloidal cross-section of the plasma.
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+1
f(gm) (t,X,p): ) fO(t7w707p7§)Pm(€)d£

+1

— U (¢),6) O (4,4, p, €0) f;x

-1

i (!so| e 9)> P (€) o (3527)

since fy is constant along a magnetic field line, i.e. fo(¢,1,0,p,§) = féo) (t,v,p,&) . Here
the Heaviside function H indicates that only electrons who reach the poloidal position
must be considered. By expanding part of the integrand in (3.527) as a series of Legendre
polynomials, according to the relation

€o / 1 (1N
EH (‘50’ —/1- W) P (&) = mZ:O (m + 2) c,(n ) (1,0) Py (&) (3.528)
with
+1
) (4, 0) = /_1 ZOH <|§o| —yf1- \I,(; 9)> Py (€) P (€0) déo (3.529)

one obtains finaly

LX) =V (0.0) Y (m'+ ;) 0 ,0) [ 1 (0. 80) P (60) 6o
" : (3.530)
or
R (%) = 0 (0,0) 3 (m + ;) ) (,6) £ (t,0,p) (3.531)
where "
87 v = | T 157 (8,36, 9. &0) P (80) dSo (3.532)

For the first order distribution function, f; = f+ g, since g is constant is constant along
a field line, its contribution is the same as for f. Because f has an explicit dependence
upon 6, which is given by relation (3.280),

~ +1
(1, X, p) = I (t, . 0,p,&) P (€) d€

+1 1
— (0) — —
-/ f°<t,¢,p,so>ﬂ<|so| 1 ww,e))P’”(@d&

(3.533)
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! (‘50'_ T 0)) P ()= 30 (' +1/2) 870 (0,0) P (€0)  (3534)
m’/=0

+1
e (4, 9) = /1 H (|50| - m> P (§) P (0) do (3.535)

then expression (3.533) becomes

_ s , +1
P %) = 3 (5 ) S ) [ FO o) P (@0 (3530)
Since
SO +1
FO . = [ T (4 00.80) P (€0) o (3.537)
one obtains finaly
Fm (e Xop) = (m’ + ;) & (@.0) FO (1,4, p) (3.538)
m’=0

It is interesting to notice that the determination of the f (m) (t,X,p) does not require
the explicit evaluation of the distribution function f (¢,X,p, &) at all poloidal positions,
and only its value at By is needed for the 4 — D problem that is represented by the
bremsstrahlung. This result which is a direct consequence of the weak collisional or “ba-
nana” regime, is very important for the numerical evaluation. Indeed, all the physics
of the trapped-passing electrons is incorporated in the coefficients f(™) (t,X,p), while
the contribution arising from magnetic field line helicity is independently described by
cosfy;=0b-d.
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Chapter 4

Detailed description of physical
processes

4.1 Coulomb collisions

4.1.1 Small angle scattering
4.1.2 Linearized collision operator

The collision operator used in the calculations may be expressed as!

C(N =D C(fi fs)+C (S ]) (4.1)

where Y > C(f, fss) describe interactions between electrons and ions of species s in
the ionization state s’ and C (f, f) is the self-collision contribution, as discussed in Ref.
[?]. For the electron-ion collisions, it is considered that fsy is a Maxwellian distribution
function, the corresponding temperature being Tiy. In the application of the code here
foreseen, including RF heating and current drive, collisions dominate thermal particles,
and therefore the distribution function f may be expanded about the Maxwellian fj;
according to the relation
f fa+of (4.2)
The self-collision operator C (f, f) may be consequently approximated by its linearized
form

CU ) =Cf fu) +C(far f) (4.3)

!The Fokker-Planck collision operator is here considered, corresponding to small angle scattering. For
very energetic electrons, i.e. when namely the kinetic energy exceed the Coulomb logarithm In AT =
In (Ap/b), large deflections must be taken into account. Here Ap is the Debye length. Indeed, the impact
parameter b = re/ﬂjf , which measures the mean effective distance between two colliding particles is

always very large as compared to the classical electron radius r., since ﬁ:h < 1. However, for very energetic
electrons, the impact parameter may reach b = r., when electrons become highly relativistic. Consequently,
since the potential energy is close to the kinetic energy, 7/2 deflections may occur much more frequently.
Since this effect is beyond the Fokker-Planck approximation and only concerns a small fraction of the
total number of electrons in the plasma, it is described by a source term Sr which becomes significative
for electrons which runaway when the Ohmic electric field is large, like in the ramp-up phase or during a
disruption.
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where the the relation C (fur, far) = 0 has been used, and terms of order §f? have been
ignored. It can be shown that the operator C (f, fasr) may be computed as C (f, fs¢) and
expressed in a conservative form

SOSTC U for) +C (s far) = V- Sp () (4.4)

S s/

where component S, and S¢ of the flux S;, are

dfo J1-€ _ 0f

Sp = Dwg, +op Duge + b (4.5)
ofo | V1-8&  Of

S¢ = _DfpaT?O TD&ET; + Fefo (4.6)

In the standard notations used in Ref. [7]

Dy = A (w,p)
Dy =0
sz _ 0 (4.7)
D¢e = By (¥, p)
and . .
{ FZ ;8 (¥, p) (4.8)

The term C (far, f) requires is specific treatment. By expanding f as a sum of Legendre
harmonics according to the relation

f(6,X,p,&) = (m+1/2) f (£, X,p) P (€) (4.9)
m=0
with "
£ (¢, X, p) = | FXp ) P (§) de (4.10)
one obtains -
C(far f) =D (m+1/2)C (far, £ (£,X.p) P (€)) (4.11)
m=0

By definition, f("=9 (¢, X,p) ~ fus and, since Py (£) = 1,
C (fars £ (6, X,9) Fo (€)) = € (far, far) = 0,
The first non-zero term in the series is then kept, so that
3 _
C (1) = € (. 365 ™ (%)) (1.12)

since P; (§) = £. By construction the linearized electron-electron collision operator con-
serves momentum, but not energy, so there is no need to introduce an energy loss term
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in the kinetic equation. Since f(™=1 is an integral of f, the term C (fas, f) introduce a
non-linear dependence in the Fokker-Planck or drift kinetic equation. However, even if
it is crucial for the current drive problem, including the determination of the boostrap
current level, this non-linearity remains weak, so that the rate of convergence towards the
solution of the kinetic equation is not significantly affected, even if this term is treated
explicitely, regarding the time scheme. For the calculations, the notation used in Ref. [?]
is considered, and

3

C (fM7 ggf(mzn (t7 Xap)> = _§£I (fM7 f(m:1) (ta va)>

In the code, it is possible to choose different collision models for simulations. Most of
them have been implemented for benchmarking, the only realistic one being the Belaiev-
Budker relativistic collision operator.

4.1.3 Electron-electron collision operators
Belaiev-Budker relativistic collision model

In the calculations, the Belaiev-Budker collision operator is used for weakly relativistic
plasmas. This operator ranges from non-relativistic to fully relativistic limits and is there-
fore very well suited for studying the heating and current drive problems. Its recent
formulation in terms of Rosenbluth-like potential has open the possibility to use it in nu-
merical calculations (Ref.[?]). Following the work done in Ref. [?] , normalized coefficients

“,p), F* (¢,p) and B, (¢, p) are
Fy(¥,p) + F2 (¥, p)

“(0.7) = P W), (y) (41
and B B
“ (¢7Tj) = Fl (¢7Tj) + F2 (%T?) (415)
Here, A A
F1(¥,p) = %Fll (¥,p) + ,—ZEQ (¥, D) (4.16)
Fy (¢,p) = 4: (1 - VC) Fo1 (4,D) (4.17)
Fll (¢7ﬁ) = /Opp/UIfM (waﬁl) dﬁ/ (418)
Fi2(¢,p) = /Opp'v' ( 1 Cl) fu (0,7 dpf (4.19)
Fa(.p)= [ 9Tw (0.7) a5 (4.20)
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When relativistic corrections are neglected, 1 — v(/z =~ 0, expressions derived from usual
Rosenbluth potentials are recovered [?], and

4 —

AT (,0) = 5 Fuine (0,0) Te (¢) (4.21)
and
—ee,nr _ dm— _
F (77[)7 v) = ?Fll,m‘ ('(/)7 U) (4.22)
with _
Fiipr (4,70) = / 7 f o (¢, 0) d’ (4.23)
0
since p = v in this limit. The expression of Fn,nr for a Maxwellian background is
—= _ e (1) v Dk ,
Frine (¥,0) = / voexp | ——= do (4.24)
(20T, ()] Jo 2T (¢))

can then be evaluated analyticaly using the coordinate transformation uy = v/4/2T (¢),

_ Te U
Fiinr (¢Y,0) = w?’(;g) /0 z? exp (—x2) dz (4.25)
and by integrating by parts
uw ’le
/ exp (fxz) dr = [:c exp (—xz)]gw + 2/ z? exp (fx2) dx (4.26)
0 0
one obtains . (4)
J— ne
Fll,nr (w,ﬁ) = = [ETf (ud,) — U¢ETf/ (U¢)] (4.27)
where 5 w )
Erf (uy) = 7 ) exp(—z*)dz (4.28)
Consequently
—=ee,nr _ Ne
F (v, 0) = U(;l}) [Erf (uy) — U¢ETf/ (u¢)] (4.29)
and for A““™" (4,7) it comes

A ) = "L ) g g () (4.30)

expressions which correspond to the Maxwellian limit discussed later in this section.
The high velocity limit corresponds to the condition u, > 1, and in this case, since
limy,, o0 E7f (uy) = 1, it comes readily

lim F (,5) = (V) (4.31)

Uqly—>00 v
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and
—eenr

i T (g = P Te @)

Uy —>00 @3

(4.32)

which both are well known relations.
Much in the same way, the expression of coefficient B:e for pitch-angle scattering is

B;® (,p) = Bu1 (v,) + Bi2 (v, p) (4.33)
with 5
By (4,p) =47 >_ By (v,p) (4.34)
n=1
and
Bia (¢, D) = 4w Z B3 (1,p) (4.35)
n=1t2
where 5
1 = N
B w5 = 5o [ 7 (0.7 (1.36)
. 1 P
B£21] (¢,p) = _61/192/0 ﬁ/4fM (Tl)aﬁ/) dp’ (4.37)
_ 1 P J (D)= N et
B (v, ) = 3242 /O p? 17(,])) far (0,7) dp (4.38)
- 1 Pyl >
Bﬁ] <w,ﬁ>=—422 / /2 2(p )fM (v,7) dp (4.39)
+1/2
- 1 D =2 , / /
Bl wn =g % (v=5) ) o (1.40)
i+
and L oo
(1] - _ P = —I\ gt
By (1/1717) = 2/p ” I (%P ) dp (4-41)
2 oo =/2 -
5w =% [ %fMdﬁ' (1.42)
p
B J1 (P) °°p’2 1 - .,
Yon = [T ) b (4.4
J — oo —/12 1 _
B ) =220 [T v.p) dp (1.44)
p
_ 1 o0 _
B ) = (1= %) [0 ) v (1.45)
p
Here,
J1(p) =—-3v+¢ <i + 2z> (4.46)
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2
Jo(B) =7+ & — 222 (4.47)
z 3
with
z = @Zhﬁ (4.48)
v =1+ 22 (4.49)
¢ =sinh™! 2 (4.50)

and f,; (¥,p)is the weakly relativistic normalized Maxwellian distribution function given
in Sec.6.3.5. B
The first order Legendre correction of the collision operator Z (¢, X,p) is expressed as

Z(Fa 7" (0.7)
= 41?(”1:1) (%ﬁ) + plZII (fM,aTémZI) (waﬁ)) +ﬁ2 (fM,afémZI) (waﬁ)) (451)

v
where
L 107
T (Fun 70 w,m) = T (0.) (4.52)
n=1
and
T, (Far B0 " p)) = Zz[’” (¥.5) (4.53)
The set of coefficients I (w, D) is
1 D /3 (m=1) _ ,
» P P 9 CF 454
Pon =g [ LR wn (459
[2] 2Yit12 [P 5(m=1) — 455
W)=~ |7 wana (4.55)
=3, _ Yirr2 [P P° N
I 5 - — - y Cf 456
Y = e | 5w (4.56)
. D = / e
wn-[L(r-5)0 wnaw (4.57)
[5] Yit1/2 7’17’3J( ) Fm=1)
7 S L E D 4.58
P =gt 2P0 v (4.58)
6], _ /D" —5Te () ”p’3< 3 37(’) o
7 S ek i d 4.59
Pep =g 28 [0 (1 - ) W ena ws
7y oy PP T (B) gm=1) 160
Mwd) = e |5 s (160
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D —13
[8] (w7 ) ¢ / };/J $2 )fom 1) (w7 )d—/
Y w,p / 2( )é’”” (v,B) dpf
—[10] 72 11 Ja (1) Fom=1)
2 0P = [ A0 . ap

and the coefficients I (¢, D) are

8, ¢y 1 [* 1= N
Iy (¥,p) = (V—z>pg . 7,fo (v, p) dp
4, Jo (D) [ Hm=1),, | .,
Iy (v,p) = 2T () J5 10 (v,p)dp
P 3 3¢ 1 % (i = 5T (1) \ (m=1) ,,
Iy (¥,p) = (1 + 2 23) GTi @) s <’Y’ ) fo (¢, p) dp
6] J3 (p) J1 (p) —(m=1) i
T . P) = A 1 .p) dp
A2 <2zBZ,fT§ (1) " 2:2T, (V) 12z5 ) / for " (#p)
fm L 1 l{_ > oof o
IQ W’ap) - ﬁ2Te (1/}) < > 1 /p fO (1/171?) dp
h
where o _%4_%4_ _2Z3
3 a z z 5

Relativistic Maxwellian background

(4.61)

(4.62)

(4.63)

(4.64)

(4.65)

(4.66)

(4.67)

(4.68)

(4.69)

(4.70)

(4.71)

(4.72)

The relativistic Maxwellian limit corresponds to that case where the first order Legendre
correction for momentum conservation is neglected, but nevertheless using the Beliaev-
Budker formulation for coefficients A (¢,p), F (¢,p) and Bf®(¢,p). This is an aca-

demic case that allows only fruitful comparison with some theorerical works for code

benchmarking.
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Non-relativistic Maxwellian background

The non-relativistic collision operator with a Maxwellian background is extensively dis-
cussed in Ref. [?]. It is an interesting model, since analytical evaluation of the collision
integrals may be performed. Its validity is restricted to the limit v —1 < 1, where ~y is the
Lorentz factor defined is Sec.6.3.4. In that case v = p is the unit system here employed.
Using the standard notations

—ee Ne 1 /
A (4,p) = ”2(;”)1# [Erf (up) — upErf’ (uy)] (4.73)
P
Ta€e -\ ﬁe (@Z}) . /
F7(,0) = == [Brf (uy) —ug Brf’ (uy)] (4.74)
and
Fee oy _ e () 1o o '
By (.p) = == [(2ug = 1) Brf (uy) + uyBrf’ (uy)] (4.75)
P
where -
Y VAT ()
Erf(x)zQ/mex (—v*) d (4.77)
J7 Jo p{—y )ay .
is the well know error function defined in Refs [?] and [?] , and its derivative
Erf(z) = \/27? exp (—2?) (4.78)
The relation e o2 B
- (¢,p) 20w, 0 (4.79)

A (,p) P Te(y)
which ensures that the Maxwellian is the correct solution when collisions is the only
physical process. In that limit, self-collisions are neglected.

High-velocity limit

Though the high velocity limit u, > 1 corresponds to a restricted range of applications
regarding the full electron-electron collision operator, it can contribute usefuly to compar-
isons with some theoretical calculations. Starting from expressions given in Ref. [?],

_ e ()

A p) = 0T, () 0
T (4.7) = nev(;ﬂ) (4.81)

and - T
B (.7) = nez(vw) [1 I (21#)] (4.82)
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With these definitions, the ratio

F (wp) v
Zee (qbaﬁ) TE (T/’)

is well recovered. In that limit, self-collisions are neglected.

(4.83)

Non-relativistic Lorentz model

This case corresponds to the limit where only pitch-angle scattering of electrons on mas-
sive ions with T,y (V) = 0, with large Z,». Consequently, large simplifications may be
performed, and

A% (¢,p) = F* (¢,p) = B (4,p) =0 (4.84)

This simple model is very interesting since analytical expressions may be obtained in
this limit, which allow accurate code benchmarking, especially for the bootstrap current
problem in arbitrary magnetic configuration. Obviously, self-collisions are neglected by
definition.

Ultra-relativistic Mgller model

The growth rate of runaway electrons by a large constant electric field is often studied
using the ultra-relativistic model as derived by C. Mgller in the early 1930’s [?]. In this
limit, since the ratio of the friction term ' (1, p)to the diffusion one A (1, ) scales like
7 as indicated in 4.79 , the contribution of the diffusion A (1, p) is simply neglected in
the limit v — ¢. Hence,

_ e ()

F*(4p) = = (4.85)

and -
A (4,p) =0 (4.86)

For the pitch-angle term, the term is simply

e (1)
20

Bi" (4.p) = (4.87)

It is important to recall that the term 6Zh arises from the definition of the normalization
for p as discussed in Sec.6.3.4. It can be observed that the Mgller collision model is
equivalent for e — e interactions to the high-velocity limit of the e — e standard collision
operator, neglecting all terms of the order of v=3. Therefore, the model may have analytical
solutions since the partial derivative in p of the collision operator is of the first order.
However, as —5A" (¢,p) /JF" (¢,B) # Te (1) high numerical instabilities are found in
the code. This model is equivalent to T (¢)) = 0 which is obviously not consistent with
the initial assumptions. Therefore, in order to ensure a correct numerical stability, the
expression 4.80 for A (1, D) is used with the Mgller model. It has been cross-checked
that this does not change the final results.
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4.1. Coulomb collisions 4. Detailed description of physical processes

4.1.4 Electron-ion collision operators
Non-relativistic Maxwellian background

Since ions mass is much larger than electron ones, their dynamics is almost non-relativistic.

Consequently, electron-ion collisions may be described in this limit considering a Maxwellian
ion background. Expressions for arbirary type of ions is also given in Ref. [?] and their

validities are also restricted to the limit v — 1 < 1, where =y is the Lorentz factor defined

is Sec.6.3.4. . In that case v = p is the unit system here employed. Using the standard

notations

= BT ok ot () s ()] i) 39
—ei 1 , lnAZ/ss, B 1
FW.p) =D > [Erf (uw) — s Brf’ ( )} WZQn (W)= (489)
s ¢ efe s
and
VD) = 35 ZZ 35/2 K 2uy’? — )Erf( ) +u Erf’ ( )] lln/:ef/s: Z2 sy (1)
(4.90)
where B
— = ) (4.91)

ussl = =
¥ T —
V20l o BT () J,
Here, vjh s 18 the thermal velocity of species s in ionization state s’, while Er f(x) and

Erf'(z) have the same expressions as for the electron-electron collision term. For a single
ion species s fully ionized, the ratio

S (4.92)

which means that the electron population is thermalized to the ion temperature T's (1)) .
The quantities In Al /s’ and In AZ Je A€ the reference Coulomb logarithms defined in Sec.
6.3.4.

High-velocity limit

For most current drive studies like for the Lower Hybrid wave where the resonance con-
dition is far from the thermal bulk, it is reasonable to consider the high velocity limit
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of the electron-ion collision operator. Corresponding coefficients A (¥, D), 7 (¢, p) and

BY' (4,p) are

T
—ei 1 In Ae/ss’ T (w)
A% (,p) = = Z2 Mgy = 4.93
= zz O g (193
InAf

e/ss’ 1
I 22 Tioy 4.94
S ST A o

and t
lnA T
e/ss’ Ty (w)

Z s/ Mss! —— 1 - —— 4.95
¢,p ZZ " lnAl/e < MU (4.95)

where the double sum > >, takes into account of all ions species s in ionization state
s'. Here, Mgy (1)) is the normalized ion density at 1), as introduced in Sec. 6.3.1, and T is
the ion rest mass normalized to the electron rest mass m,. Coefficients for the electron-ion
collisions given in Ref.[?] are well recovered. Like for the Maxwellian limit,

F (4, p T

L (¥.p) _ _ (4.96)

A% (,p)  Ts(¥)
which means that the electron population is thermalized to the ion temperature T’ (1),
when a single ion species s is considered.

Non-relativistic Lorentz model

Since only pitch-angle electron scattering on massive ions with T,y (1) = 0, with large
Zss is considered in this model, by definition

AN (w.p) =F" (,p) =0 (4.97)

while iy
B, (¥,p) = 1/2 (4.98)
The solutions of the Fokker-Planck and the drift kinetic equations is independent in

this limit of the Pfi value. Here the standard value 1/2 is chosen as used in several
publications for analytical calculations.

Ultra-relativistic Mgller model

A simplified term is used where

A% (,p) =F" (¢,p) =0 (4.99)
since ion contribution is almost negligible as compared to electrons and
1 Al
e/ss’
, 27222 /nss W (4100)

by combining the high-velocity limit expression 4.95, and the momentum dependence given
in Ref. [?].
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4.1.5 Large angle scattering
4.1.6 Bounce Averaged Fokker-Planck Equation
Flux conservative term

In the Fokker-Planck equation, the diffusion and convection elements are bounce-averaged
according to the expressions (3.189)-(3.194), which gives, using (4.7)-(4.8),

C(0

Dy = {A(,p)} (4.101)
C

DO = 0 (4.102)
C(0

DY = o (4.103)

2
co) §
pd® - {%Bw,p)} (4.104)
and the convection components

FFO = —{F(¥,p)} (4.105)
C(0

O =0 (4.106)

and therefore

Dy” = A9 (,p) (4.107)
DO = 0 (4.108)
Dg® = 0 (4.109)
DY = ALOpO ) (4.110)
and
F§O = —FO (y,p) (4.111)
FFO =0 (4.112)

Here, coefficients A (p,v), Bt(o) (p, 1)) and F(O (p, 1)) are determined at the location
where B = By on the magnetic flux surface. However, since A, B; and F' are only functions
of the density and temperature that are flux surface quantities as shown in Sec. 4.1.1,
their respective values are consequently independent of the poloidal position and therefore,
A = 4, Bt(o) = B, and F) = F. The bounce coefficient Ao _1 ¢ is defined as (2.66)

62
)\27_170 == )\ {\I}g%} (4113)

For reference to the litterature ([?]), note that we could also perform the following
transformation
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(4.114)

with

Ay = {1—\;} (4.115)

The evaluation of Ay for circular concentric flux surfaces in given in Appendix 77.

First order Legendre correction

Concerning the term that ensures momentum conservation in the collision operator, one

must evaluate 5 3
{C <fM7 2£fém:”>} = -3 {SI (fM, fém:”)} (4.116)

Making the substitution ¥&yd€&y = £d€ in the integral fémzl) = fjll Efo(p,& 1, 0)dE, one
obtains

—/1-1/¥ +1
(m=1) . (0) (0)
reevo= [ T el vovis [ var? oo d
(4.117)
where the limits of integration come from the relation £ (¢, 6,&y) = a\/l — U (¢,0) (1 — 53).

Since féo) is symmetric in the region of the phase space &y € (— \/1 —1/9, \/1 — 1/\11) which

corresponds to trapped orbits,

—1/v
/ T B 1O (0,60, 1) do = 0 (4.118)
=y

one get
=1 +1 0
S (g b 6) = /_ Vst (o) o

+1
= \I// g[]f(gO) (p7 §O;¢) dé.()
—1

= =D (p g5, 0) (4.119)
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where féo)(mzl) (p, €0, 1)is the Legendre integral evaluated at By = B (1), 6y), independent
of 6. Since the operator Z is linear,

s {er (fun ")} =

(
} 6 (s, 10Y)

_ X1,1,o§ (0)(m=1)
= SR T (far £0Y) (4.120)

and consequently

{C <fM7 ff(m 1) )} _ C(U) (fMaféO)(m:1)>

Al 1,0 3501 (fM,fO ) (4.121)

Expression of XLLO This coefficient is expressed as

o o 1 Omax de 1 r B
MNio= 2| / A, 4.122
1,1,0 q [2 Z] . O o ‘w ] ?‘ Rp Bp ( )

(e

Since the integral is odd in o, the sum over trapped particles vanishes, XI,I,O = 0 for

+ ~P . .
trapped electrons, and A1 10 = Ay 1o # 0 for circulating ones. Hence

P 1 (d9 1 r B
)\1,1,0 = ~/ Q*AiAR*Bf‘I’
q.Jo W‘¢-r‘ p PP

1 2 1 2
_ ~/ 9 1 r B (4.123)
q Jo 2w ‘w;‘:‘ Rp BPBO

Case of circular concentric flux-surfaces In this case, e = /R, 1Z -7 =1 and since
the ratio B/Bp is a function of r only

3 1B /2”d€ 1+e
Lo = qu o 2m1l+ecosd
[T d9 1+«
N /0 271+ ecosf

= s" (4.124)
using the relation ¢Bp/B = €. The integral s*, according to the old notations found in

the litterature ([?]),
2 d0 1+4e€
L [0 1te 412
s /0 211 4+ ecosf ( 7
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can be performed analytically, as shown in Appendix 77, and

1+e€
1—¢

X0 = (4.126)

. o1, 3P ~P .
Moreover, in this limit, A} ; g = A _1 5, as shown in Sec.4.2.2.

4.1.7 Bounce Averaged Drift Kinetic Equation
Flux conservative term

In the first order drift kinetic equation, the diffusion and convection flux elements related
to f are bounce-averaged according to the expressions (3.218)-(3.223), which gives, using
(4.7)-(4.8),

D0 = U{U;&)A(w,p)} (4.127)
»HCO)  _
Dy’ =0
»Heo)
De,” = 0
5CO) g’
Dgg = 0 {\Iﬂfg’Bt (1/1717)}
and the convection components
O — 4 o—iF(w ) (4.128)
P W&o ’
=C(0) V19— {06(\1'—1) }
F = o B, (¢,
I3 pg(g), R + (¢, p)
and therefore
Do) _ Xl,—l,OA 4
o = o AWD) (4.129)
»”eo)  _
Dy’ =0
»HCO)
D7 =0
~ A3
DGO = 2205 (b.p)
and
O = *Xl’le(p) (4.130)
p A .
~co _ V1I-8 (M-10—A20)
o= 8 : By (v,p)
0
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4. Detailed description of physical processes

The following bounce coefficients are defined (2.66)

_ ot
AL,— = Aoq——
b {wzo}
- o€3
A3,— = A

3,—2,0 o { ‘1’253 }

_ o€
AM,—20 = Ao { \I’Qéo}

We also have the following relation, by expanding &2

A,—20 — (1= &) M—10
&

A3,—20 =

First order Legendre correction

(4.131)
(4.132)

(4.133)

(4.134)

Concerning the term that ensures momentum conservation in the collision operator, one

must evaluate

fo (5 2e) ) = ez (s 7))

(4.135)

Making like for the Fokker-Planck term the substitution W&yd&y = £d€ in the integral

Fn=1 = [*lef (p,€,4b,6) dE, one obtains

—\/1-1/¥ 5
(/1 we( €>ﬂ°@med@

+/+1 ‘If€0< § >J?(O)(p§0 Y) déo
\/m § bl )

Fm=D (p, 6,4, 0) =

which becomes

~ 1 ~
ﬂwﬂmamezﬁgﬂmv@ﬂa@mewme

3 (e (1 7 } = 57 (s fer )

since fas and Z are independent of 6. It is therefore necessary to evaluate

Then,

o 11| [P=do 1 + B & ~,_
e} = CBX| [ e efr=

)\q _2 e AT Ormin W‘w?‘ RpBP§

I ! fmax
- Ly e B
)\a _2 o T emin n ‘w ?‘ Rp BP

50 /271‘ d@ 1 T B (m:l)

= =—H —— _

g O J a5 Ry B

(4.136)

(4.137)

(4.138)

(4.139)
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since f(mzl) is independent of ¢ because of the integration over &y, while [% ZU]T §o=0
for trapped orbits. Hence,

{efm=n}

- f\%H(’fO|_§OT)/O %Aiii [/ H (6] = &or) € déo

’d0 1 r B
21 ’1;?‘ R, Bp

1 ~
- %qum — &) /_1H<|£o — &or) fOdg {;/o

T do 2
= H (1%l - 50T/ H (|&] — &or) FOdéo {N/o j?"Bfof?]

2
= ==H (%] — §0T/ &oH (|€o| — &or) f* {;}dﬁo

= T H ([%] - §0T/ €oH (|€| — &or) FO X200d0 (4.140)

Defining
FOm=D = / €oH (10| — €or) FONa00d60

= /1§0f(0)A2,0,0dfo (4.141)

one obtains

{C <fM’ Zg‘f(ml)>} = CO (fM, gﬁof(o)(ml)>

= §§£ 7(0)(m=1)
Case of circular concentric flux-surfaces

Note that in the case of circular concentric flux-surfaces, we can find analytical expressions
for the bounce coefficients

2T
Ai—10 = H(!§0|§0T)/0 (219;]
1 T do
= (1+6)H(]§0|—§0T)/0 ?(1+6C089)
1
= (1+6)H(’§0| — o) (4.143)
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- 2T de 1
AM,—20 = H(’§0|—§0T)/0 2202

H([&o| — &or) (™ dO 2
1102 /0 (14 €ecos®)

~ H(|é] — éor) e
= S (1 + 2> (4.144)

so that

5o Bl =Gor) (0 c(-¢/2)
A3,—20 = 1108 (53 it 0 ) (4.145)

Furthermore,

- 27 d9

Xooo = H(|&] —€0T)/0 27T§0
27 d9 2

= H(!§0|—€0T)/0 %?Eg

e o1 — 0 (1-&
- Hlal-gn) | 2ol

— H(&| - SOT)% - (1- &) (v)] (4.146)

and using the expression of {U} given in Appendix 77,
12 . ~ 2m
{0} = N Z Xm&or J2m (4.147)
m=0

where Jo,, is expressed in terms of complete elliptic integrals of the first and second kind,
and Y, is given by the recurrence relation x,, = 2’2”—7;12,”_1 with yg = 1,

o0 2m
A2,00 = %H(’§0| —&or) > [m = Xm (1 - &)] gg%Fsz (4.148)
m=0

Here x,, is defined in Appendix ??. The series expansion is converging less rapidly than
for Mg ,0,0 = A, therefore, at least first three terms have to be kept for accurate calculations,
so that the truncated expression is

A2,0,0 = %H ([€o] = &or) [Jo + (; - %) & + <2 - 2153) ggTJZL} (4.149)

4.2 Ohmic electric field

The generation of Ohmic current is based on the concept of transformer, where the plasma
torus is the secondary circuit. An electric field is induced by the temporal variation 0/0t
of the poloidal flux generated by the primary circuit. The induced current density is then
calculated by Ohm’s law, J = 0qE, where oq is the electric conductivity calculated by

117



4.2. Ohmic electric field 4. Detailed description of physical processes

accounting for the Coulomb interaction between the strongly magnetized components of
the plasma. Using Faraday’s law,
0B
— =-VXE
ot

We consider the surface S (1,6) which is a truncated cone delimited by two circles
being C1, the magnetic axis, and Cs (¢, 6), the toroidal line at position (¢,0). Applying
the integral formula to Faraday’s law, we have

// ds-BB:—// ds-vXEz—jf dl-E (4.150)
S(1,6) ot S(1,6) C(®.0)

The poloidal flux is given by

1 1
¢:// dSBp:// ds-B (4.151)
210 J Js(w.0) 21 J Js(w.0)
so that we get
0 Y _ % dl.E—j[ dl-E (4.152)
ot o Ca(,0)
27 27
_ / RyddE / R (16,6 d6Es (1, 6) (4.153)
0 0

where R, is the major radius on axis and Ey, is the electric field on axis. Using axisym-
metry, this becomes

oY
S = Ryllay — R(4,0) B, (,0) (4.154)
and therefore
oY
REy = RyEy), — 5 (4.155)
and REy is only a function of . We can therefore rewrite
R
By (10,6) = Ego (4.156)

where Ry is the major radius taken at the the poloidal position 8y where the magnetic
field B is minimum on a flux-surface.By definition,

Ejo(¢) = E) (¢, 60) (4.157)
The electric field along the field line can then be obtained by projection, which gives

SRR Br
By = (b-0) By = —E, (4.158)
so that we get
B By Ry

and then )
Br By Ry 1 R§

EFy=——— —F 4.160

1= 5,0 B R0 (¥) = g 720 () ( )

with U = B/Bj as defined in Sec. 2.2.1.
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4.2.1 Conservative Form for the Ohmic Electric Field Operator

The effect of the electric fied Ej| can be expressed in a conservative form as €(fo) = Vp-SE,

where the flux in momentum space is easily expressed in cylindrical coordinates (p” , P l)

as 5
S
st :( gl ) (4.161)
(P 1) Sk
with
S,EH = ¢E|fo (4.162)
E
Sy =0 (4.163)

where ¢, is the electronic charge.
The transformation from cylindrical to spherical coordinates is given by

E _ p—-1gE
St = RIS, ) (4.164)

where R is the rotational matrix

= (e )

Using R~! = 'R we find
E E
S, = fSp” (4.165)
S¢ = —V/1-¢8y (4.166)
and S® countains a convective part only
S =Fp fo (4.167)
with
E
Fy = 48k

Fg = —q\/1-8E)

4.2.2 Bounce Averaged Fokker-Planck Equation

In the Fokker-Planck equation, the diffusion and convection elements are bounce-averaged
according to the expressions (3.189)-(3.194), which gives, using (4.167),

DE® = ¢ (4.168)

and the convection components

FHO) {qe€Ey} (4.169)

O = {\g&)qe\/l - §2E} (4.170)

119



4.2. Ohmic electric field 4. Detailed description of physical processes

Since the poloidal dependence of the electric field on a flux-surface is given by ()

By 0.6) = g 8 By (4) (a1
| \% 7)) = T (1, 0) R? llo :
we find
A1 -
FPO) - — LALQ &0 E|o (¥) (4.172)
E(0 A1
F © = T ey & Ejo (¥) (4.173)
where we defined the bounce averaged coefficient (2.66)
< ¢ 1 Rj
_192 = = — 4.174
oA {"50 V(0,0 B2 )

Expression of Xl,,Lg

The coefficient A; _j 2, which is known as s* in the old notation found in the litterature
([?]), is expressed as

— o |1l
A,—12 = 7 [2 za:]

— 5 50— 5o (4.175)

/"max d 1 r B 1 R2
0 27T"‘Z'?‘ R, Bp \I/(w,H)RQ

T min
Since the integral is odd in o, the sum over trapped particles vanishes, and we have

0 for trapped particles

)\1’_1’2:‘ )\{37_172 for passing particles (4.176)
N 1/2”917“3133
YT 4 T AR B OB
ST Yol S Y.
 GR, Jo 271'1!} ?‘RBPR
_ 13030/2”917“BT0RO
aRpBTO 0 QW‘w_?‘RBP R
_ LEB ML b
q R, Bro Jo 2%‘&,?‘RBP
Ry B
_ %FTOBTOO (4.177)
P
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4.2. Ohmic electric field 4. Detailed description of physical processes

Case of circular concentric flux-surfaces
Since in the case of circular concentric flux-surfaces, we have

- r B

_ 4178

q R, Br (4.178)
r Br [*" dO R,

_ av by 4.179

= R,Bp /0 o1 R (4.179)

so that

P = B (4.180)

)\P :/27rd6R0_ 2#@ 14+e¢
12 0o 2m R o 2ml+ecost

This integral can then be performed analytically, as shown in Sec. 77, at formula (?7?),
which gives

M-12= 1. (4.181)

4.2.3 Bounce Averaged Drift Kinetic Equation

In the first order Drift-Kinetic equation, the diffusion and convection flux elements related
to f are bounce-averaged according to the expressions (3.218)-(3.223), which gives, using
(4.167),

DE® — (4.182)
and the convection components
ZE(0 £
F, 0 - 4 {a%qefE} (4.183)
2
~E0) S

Since the poloidal dependence of the electric field on a flux-surface is given by relation
(4.160)

Bwny=- 1 Top (4185)
|\ V) = \I;(wjg) R2 llo :
we find
O = )\2’;2’2%5015\\0 (%) (4.186)

~ Ao /
ng(o) - Q,AQ,Q Ge 1 égEllo (’(/})

where we defined the bounce averaged coefficient (2.66)

5 & 1 R
)\2,_272 = )\ {58\112}%2 (4187)
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4.3. Radio frequency waves 4. Detailed description of physical processes

4.3 Radio frequency waves

The volume-averaged quasilinear diffusion operator for radiofrequency waves in an infi-
nite uniform plasma was first developped by Kennel and Engelmann [?]. The relativistic
treatment was performed by Lerche [?], who proposes the following operator

Q(f) = —(;;,Vlgnooén:ioo///d% (4.188)

(e i (2] )
(RS L7 U k,L

7

' (Bx | JnP|+ Ex 1 PL) f

[nQ + kv — w]
with

0 ns 0 0
Pl=g———(vig——v57— 4.189
I ap” wv | < + apH I 8])1_) ( )

0 k) < 0 0 >

Pl=—+— (i —vs— 4.190
T op T w \ ™t Ip| op, ( )

1 . .
By = —= (Bx,—€"“Jny1 + By e Jn 1) (4.191)

V2

The electric field is assumed to be monochromatic at the frequency w, and is decom-
posed into its Fourier components

E(x,t) = / / / (;il;g ek x—iwtg, (k) (4.192)

which are projected on the rotating field frame

1
Ex .y = 7 (Bxe *iEky) (4.193)
By = Ex,» (4.194)

The wave vector is expressed in cylindrical coordinates as

ky =k, cosa (4.195)
ky =k sina
ke =k

and the argument of the Bessel functions is k; v, /2. The relativistic cyclotron frequency
is
_ 4B

YMe

Q0 (4.196)

4.3.1 Conservative formulation of the RF wave operator

In order to incorporate the RF wave physics in the Fokker-Planck or Drift Kinetic solvers,
the operator (4.188) must be cast in a conservative form.
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4.3. Radio frequency waves 4. Detailed description of physical processes

Spherical coordinates representation
The transformation from cylindrical to spherical momentum derivatives is given by

0 _ 99 99
dp  Op9p  Opy 0§
0 op & 0¢ D

= + -
Op.  OpyLOp Opi O

p=/pj+p% (4.199)

[ - (4.200)

iRl

(4.197)

(4.198)

Since

one obtains

Aoy = ¢ (4.201)
9 _ e (4.202)
dpL

o _1-¢

oo > (4.203)
08 __&V1-¢€ (4.204)
op1 p

Hence rewritting (4.189-4.190) in cylindrical coordinates using (4.197-4.198)

- o 1 9 nf2\ 0
Pt (-2 & (.20
B _£2 k 0
T T W

In order to permute derivatives and the integral in expression (4.188) and obtain a
conservative formulation, one must express both P and P, in terms of the derivatives
associated with the divergence of a flux: 1/p?(9/dp) p* and —1/p (0/9¢€).

Since
d 1o, 2
o _ 10, 2 4.207
ap  p2op’ ¢ P ( )
_¢2
mgp _ pg;jpa/l o 2V1p§ (4.208)
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4.3. Radio frequency waves 4. Detailed description of physical processes

and

g 5 . nfd
o = p( 1+§+w>+ (4.209)

pg w ) 0§ po¢ & w
k )
+ pl <f” - 1> + 21p£ (4.210)
i

the operators in (4.188) can be expressed in a divergence form

10 10 2 ng2
A=5 apr e < 1+&+ > (4.211)

k /1 _ ¢2 k
p1 w
so that (4.188) can be rewritten as
Re_ 1 0 orry , 10 ( 2GgRF 4

with

SEF V'—>oo 27T3V Z ///dk gEkHJ +@EkL>

)
RECE— (B Jn Py + P L PL) f (4.214)
RF _ 3 il N 3
S¢ —Vlgnoo (277)3Vn_z_:oo///d k
- 0 k
(e (et s (- 20
i
T + ko — ] (ExnP) + Ex. L PL) f (4.215)

Considering the above expressions of the fluxes and the operators (4.205-4.206), RF-
induced fluxes are purely diffusive, and therefore they are expressed as

SRF — _DRF. v, f (4.216)
with RF RF
DRF D
DRF = ( Df;{’F Dﬁ%) (4.217)
ép
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4.3. Radio frequency waves 4. Detailed description of physical processes

Hence, using the expression of the gradient in spherical coordinates,

of V1-80f

RF _ _ pRF RF

S, Do 5y ¥ 00 5 5¢ (4.218)
of V1-80f

SR = —DEF = 3 + DY —— o (4.219)

with
. e 1 = * *

o = gy X (e vimen)

' (§Ek,an + V1= §2Ek,J_>

. [nQ + k‘”U” — w]

2 e8]
RF _ 1 € l 3 * o
o =g it 5 JIf (i vies)

! ! 2 _ 14 ]
[nQ+ kjyy — o] (@ ( —& ) Exjin = ¢ <£ > Ek,l>

(4.220)

(4.221)
o = sy 3 fff
[(¢1__1i52< e nQ)Ek”J +£(£2 ””)Ek,L>
T ,;l'w” - (Ek,|Jn5+Ek,Lﬂ)] (1.222)
o = g v X fff

K@( 1-¢ - ) Brdu+ g (€ v“>E“’l>

i 1 LY 1 Ry
'[nQ+ ko) — w] (W < ‘ w >Ek I § <f )Ek’L>

(4.223)
In the limit of a resonant diffusion,
1
— T (w — k”i}” — nQ) (4.224)
[nQ + kv — w]
and using the resonance condition
]{7”’0” =w —nfd (4.225)
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4.3. Radio frequency waves 4. Detailed description of physical processes

RF diffusion coefficients may be expressed in a simple form

Dy = (1-8) D" (p,€) (4.226)
Dy = _Z_ \/1_7 (1 - & - 72?) D (p,¢€) (4.227)
=2 - ﬁ (1 i ”f) DI (p.€) (4.228)

> 1 nQ\ 2
D= ) & (1 — & - w) D (p,¢€) (4.229)

where we define a diffusion coefficient

2
d3k ¢
RF
D (p7 V~>oo /// — ]CHU” — nQ) Ek,J_ + 7@Ek7”¢]n (4.230)
Using (4.191), we can define
(n) 2 1 —ia kJ_UJ_ 1 +ia kJ_UJ_
DV =e|—=FE i —FE ; e
k €ﬂk,+€ J1<Q>+ﬂk,€ Int1 Q
k 2
gy (122 o
so that (4.230) becomes
RF .. T d’k
Dy" (p,€) = Vll_T}nOO V/ (273 (w— ko — ns) (4.232)

If rays are gathered in RF beams of different frequencies wy, diffusion coefficients are
sums of each contribution ower all hamonics n , leading to the expression

DEF = Z da- Fip,¢) (4.233)

n=-—oo b
+ —

D=3 > - F[ —& - nQ] DEE (p, €) (4.234)
n=—oo b
+o0
= > > \/1_7[ - - wQ] DiE(p,€) (4.235)
n=—oo b
Z 252 [1—52 nﬂ Dy (p,€) (4.236)
n=-—oo b

where ,
Dnb(p’ §) = lim il ﬁDi’(n)5(wb — k:”v” —nf) (4.237)

Vooo V (27‘1’)3
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4.3. Radio frequency waves 4. Detailed description of physical processes

and Dlll’(n) accounts for the polarization and the intensity of the RF wave. It is given by

b(n) _ 2 1 —ia kbLUL) 1 +ia (kbLUL>
D =e'|—=F e Y + —FEyxp_e,
k \/i k,b,+ 1 < Q \/§ k.b, +1 Q
L 2
+ 2L BT <b§2”)‘ (4.238)
pL

Cylindrical coordinates representation

The Fokker-Planck equation is usually solved numerically in spherical coordinates, be-
cause of the spherical symmetry of the collisional operator. Therefore, in this coordinate
system, the numerical problem is well-conditionned, ensuring stable convergence towards
the solution. However, in many case the RF quasilinear operator has a more cylindrical
symmetry, and it could be useful to derive its expression in this coordinate system, in
order to get a more physical insight of the wave-particle interaction. Starting from the
general expression of the flux divergence in cylindrical coordinates,

1 0 0

Vyp - S=—— (151 S 4.239
b8 = g S g (S)) (4.239)

and taking into account of the diffusive nature of the wave-particle interaction,

D, D ot /op.
GRF _ _pRF yr_ _ < 1L L] > . < 4.240
d Dy Dy 0f/9p (4:240)
where the cylindrical tensor elements are related to the spherical ones by
Dy (1-¢) &/1-¢ ¢&/1-¢ ¢ Dpp

Dy || &vize€ -(-¢) & /I8 | [ D | o,
Dy, Ey/1—¢€2 'S —(1-¢) —¢&y1-¢ Dep
Dy 'S —&/1-8 —&J/1-¢  (1-¢%) Dee

Applying this transformation, one obtains,

P _ 3 Z["Q] RE(p, ) (4.242)

n=—oo b
—£2n0 QO
DIj = Z Z\/ﬁn [ —Zb] Dyl (p,€) (4.243)
n=—oo b
1-— Q Q
D||J_ = Z Z\/Tn [1—72%] Dl}:ﬁ(@f) (4.244)
n—=—oo b
1_ 2 0 2
Djj = _Z Ebj 5 [1—?%] Dy (p,€) (4.245)

For n = 0 (which corresponds to the Lower Hybrid wave) the quasilinear diffusion is
strictly along the parallel direction (i.e. magnetic field line). Also, at a cyclotron harmonic,
where wy, = nf2, the diffusion is only perpendicular, when relativistic corrections are not
considered.
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4.3. Radio frequency waves 4. Detailed description of physical processes

4.3.2 RF Diffusion coefficient for a Plane Wave
4.3.3 Integration in k-space

The quasilinear diffusion coefficient (4.230), describing the interaction of the electrons
with a given beam b at an harmonic n, is rewritten as

. er d®k n) |2
Dy (p,€) = Jim = ///(%)3 | B ‘Qf{( )‘ § (wp — kv — nQ2) (4.246)
where,
@ii’( ) = ﬁebkﬂre In—1 (tﬁ) + ﬁebk,féi_ Jn+1 (J'QJ')
4l kivy
— n| o 4.24
" mebk’HJ < Q > (4.247)

Here, the polarization vector in Fourier space

Epx
€k — 4.248
Eul (4.248)
is introduced, whose components in the rotating field frame are
s = Eo+ _ Brka + 1By (4.249)
’ | Epk| V2 |Ew|
—— Epy — _ Eixe — 1Bk y
T Bl V2 |Ep|
o Bk | _ Bk,
Pl B B

The electric field associated with a given ray is described by a plane wave, with given
frequency wp and wave number kp:

E, (x,t) = Re [Eboei(kb'x—%ﬂ — Re [Eb] (4.250)
1 . .
— § [Eboel(kb.x_wbt) + Ezoe—z(kb'x—wbt)} (4251)

so that

Ep (k,t) = /// d*w e M ¥Ey (x,1)
:1[Ewgmm/X/fxa&rmx+]%me/[/fﬁawﬁmx]
2
1

[Eyoe "6 (ky — k) + Ejpe™'s (kp + k)] (4.252)

O |
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4.3. Radio frequency waves 4. Detailed description of physical processes

The electric field is the sum of two contributions with different frequencies
1
WU©=§%&&V*)MWWZM (4.253)
1 .
E, (k)= §EZO5 (kp + k) with w = —wy (4.254)
Therefore the QL diffusion tensor (4.217) is the sum of these two contributions:
DRF — pRF+ | pRF- (4.255)

associated with the diffusion coefficients

. ér k|1 2| n|?
DRFJr(p,f) hmoo7 /// (27T)3 §Eb05 (kb - k) )@i ’ ‘ 1) (wb - k‘”UH — TLQ)

V—
(4.256)
Bk 1, 2 bl
Dﬂj(,€<—gg;/X/ 5 |58 (ks +10) | |OF 7|8 (< — kv —n2)

with, using (4.247)

ey (n) _ ﬁelﬁk,_’_e In—1 ( Q > + E€b+k’_e+ Int1 < 0

D kivy

b—,(n 1 _ia kivy 1 - kivi
Oy " = ﬁeb—k,—ke n—1 ( Q > + Eeb—k,—@Jr n+1 < Q )

I kivy
Lebk”J< Q )

The polarization components (4.249) are

EbO,x + iEbO,y

e = =e 4.258
btk,+ \/5 ’Ebo\ b0,+ ( )
ey — Eyo e — iEp,y — e
. Eb(],z o
Cotx | = By €0,
and
E;O T + ZEI?O Y *
€p— = ; =€ _ 4.259
e _ El))kO:r: ZEbOy —
b—k,— \@|Eb0| 00,4+
_ EZ:O,Z %
Cok,| = Ew| €to,|
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Expressing the condition k = +k; from the first delta function in (4.256), we find

2r 1 A3k + )2 wp — Nkl
DEF*(p,€) = lim ~ ///E22k—k b¥on Tt
(p,€) ng a4V ’UM (27)3 [Epo|” 67 (ks )‘@k ’ 0 k'b|| v

(4.260)
DI~ (p.§) = lim. 22; ’01| /// 73 Bial* 8 (ks + K) ol " %5 <kb W j}—nQ)
with now (4.257) being

@fj’(n) = \2%0#64% n—1 <kb§;u> + \}iebo,—€+io‘an+1 <kbg&>

+ iebo,ﬂn <kb§;u> (4.261)
o~ _ \}5 efo_e A g (kbgw> N \}5 oA (%g@u)

+ Pl n (kag_;)J_>

_\}56207_ iy (kbgw> B \}Q lo.s ¢t <kb1(_2UJ_>
L (22) o

where we used the fact that k; is transformed into —k; by changing k) to —k; and o
to ap + .

Using the properties of the Bessel functions, and defining n’ = —n,

Jpi1 = (1" Ty (4.263)

Jp—1= (_1)7171 n’+1

Jp = (=1)" Ty
so that (4.262) becomes
b—,(n) o I kpivi I, kpivy
®k — (_1) |:\/§eb0 _e Jn/ 1 ( Q > + ﬁeb0,+e Jn _ Q
k

+ 2z < ”g’i)] (4.264)
= (-1 (e ) (4.265)

and the diffusion coefficients become

o s -2 [ 25

RF - e~ ]. b’(
D +(p,§) = lim ‘@k "

V—o0 4V }U| ‘
(4.266)
2r 1 /|2 wy — n'Q &3k
DR~ — lim S8 @b | By, 2 _ e /// Kk + k
b,n ( 75) Vl_{noo 4V }Ul ‘ ‘Gk ’ bo‘ 5 kb” 'U” (271_)3 ( b+ )
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Using Parseval’s theorem,

3
lim ///dk52 :hm// dBr=1
V—>ooV Voo V
d5 2 3
V—>ooV/// 507 (kp + k) = lgnoov///dx—l (4.267)

one obtains

RF-+ LBl gh o) 5 (1, o= 1S
DR (p, €) = w : \@k 5l = = (4.268)
E n) 12 wp — n'Q
DIE{S (p,§) = e? }UH‘ L ZO| ‘efé( ) 0 <kb S B v ) (4.269)

In the expression (4.234-4.236) for DRF~ tensor elements, we subsitute

[1 e ”Q] _ [1 e ”IQ] (4.270)

—Whp Wh

Then, by redefining n’ — n in the sum over all harmonics for DR~ we can combine
the two contributions of DRF* and DRF~, and finally we obtain an expression with one
diffusion coefficient:

Epol® | b,(n)|2 wp — Nk
DzI?F(Paf)Ze%Ti' ’9k7 O\ k) — ————
" o] 2 )
2
9 |Epo ’@b,(n) 2Coin N
= —_— — - 4.271
e W‘U”‘ B k W ( bl| Hres) ( )
with (4.261)
bn) _ 1 = Koy vy 1 ; kvl D kpiv
oy = ﬁebo,w " 1 < ) )+\/§€b0,€+men+1 O +E€b0,|\=]n Q
(4.272)
kaC
Ny = & (4.273)
Wh
c nf
N||res - <1 - >
UH (JJb
1 PrTe < n/wce>
- — 4.274
Bre p| TG ( )
where
B — B
Q=27 _ 7Y Gith we = 2 (4.275)
YMe Y me
n =-n (4.276)
kT,
Bre = PXe — TTe _ e (4.277)
meC c MeC
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4.3.4 Incident Energy Flow Density
Relation to the Electric Field

The time-averaged energy flow density in the beam is in general given by

Sp=Pp+Th (4278)
where 1
P, = ;Re [Eb X Hz] (4.279)
is the flow of the electromagnetic energy or Poynting vector, and
cowp =, OKH ~
T, = — E, -—E 4.2
’ 470 ok (4.280)

is the kinetic energy flow density where K™ is the Hermitian part of the dielectric tensor.
E; is the complex form of the electric field (4.250)

E, = Ejpekoxiwnt (4.281)
and the magnetic field fIb is given by
~ _kaEb_NbXEb

H, (4.282)
Howp Hoc
using the relation Nj = kywy/c.
The energy flow density (4.278) can be formally rewritten as
_ €C
Sp = % Eyl* @, (4.283)
where @, is a non dimensional vector defined as
by, = Pypp + Py (4.284)
with c N N
Byp = L Re [Eb X Hg} (4.285)
[ Eo
and .
1, oK
Using (4.282), we obtain
@bp = Re [eb X (Nb X e;‘)]
= Re [Nb — (Nb . eb) e?;] (4.287)

In vacuum, ®, = k , unit vector in the direction of propagation, and ®ypr = 0. Here,
Ey

€p = = 4.288

Bl (4259

is the polarization vector. The incident power flux on a flux-surface is therefore given by
_ €oC -~

Shine = 5~ |Eyo|® “I’b : %Z)‘ (4.289)

where {b\ is the local vector normal to the flux-surface.
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Relation to the ray trajectories

The energy flows in the direction of the group velocity, noted g

N P,

9= (g, (4.290)

In ray-tracing calculations, this is the direction of the ray trajectories, which are parametrized
by (¢¥p (s),0p (s), ¢y (s)) where s is the distance along the ray. Therefore g, can be deter-
mined from ray-tracing calculations or any other wave propagation model, and we have

EQC
Sine = o [Baol” 41| 0 (4:201)
In DKE calculations, flux-surfaces are discretized on a grid ¢;,1/, and have a finite
volume (). In consequence, the factor ‘/g\b . 121\ ‘ must be ”integrated” along the ray trajectory
within this volume. We therefore define an incidence factor
1+1/2 B 1 /¢l+1/2:|1A7/)l+1/2/2

finc b ]
All—l',)—1/2

ds (4.292)
Yip1/2FAYL1/2/2

where the =+ sign accounts for the fact that the ray may be locally directed either inward

or outward, and where Allj’rl /2 is the local thickness of the flux-surface.

0, Atrpia Aty

l
I+1/2 — 0y 0
‘Vw‘pd/z Rl+1/23;l+1/2

(4.293)

The factor filgzlb/ ? can be numerically calculated from the equilibrium and ray-tracing
data. In the limit of an infinitely thin flux-surface, we have

14+1/2
n+cb/ - ’ 1/1‘ (4.294)
We therefore substitute @,
_ €oC b
Shine = - |Eo)? Y (4.295)
inc,b

4.3.5 Narrow Beam Approximation

Let consider a ray which crosses the flux surface at the respective poloidal locations 6y.
Here, it is assumed that all electrons interact with the beam, whatever its toroidal location,
because of the axisymmetry. Therefore, calculations are only valid for circulating electrons,
except for those localized on low n order rational g-surfaces, since their trajectories are
exactly periodic in configuration space. Consequently, either they may never crosses the
beam or if they cross it, the quasilinear assumption might likely fail, since some correlations
could remain between two momentum kicks. However, the total weight of these electrons
is marginal, and their contribution to RF power absorption and current generation is
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simply neglected. It is important to recal that trapped particle interaction with RF wave
is not addressed in this code for similar arguments. For all particles whose trajectory is
periodic, a specific treatment of the quasilinear interaction is necessary, which is at this
stage beyond the scope of this development.

If we assume that the extension of the beam power on the flux-surface is very small in
the poloidal directions, we can approximate

Shine ~ PZ‘“& (6 — ) (4.296)
b
This assumption is in contradication with the plane-wave decomposition of the RF
beam, since plane waves are essentially present in the entire configuration space. However,
it is assumed that plane waves interfere destructively everywhere except in the beam
region, which can be limited to a narrow poloidal and toroidal extention. By definition,
Ay is determined so that P, is the total incident power on the flux-surface

// dS Spine = Pb,inc (4.297)

which gives in the system (v, 0, ¢) , using (A.199)

2m 2m
1:/ dgb/ R s0—6,)d0 (4.298)
R
Hence,
2rrR
Ay = (4.299)
97
and the incident power flux is simply
— Pbinc A
=% . — 4.
Shinc orrR ¢ 74’5(9 9[,) ( 300)
Using (4.295) and (4.300),
1+1/2
B> 1 1 ’A A‘ Jine,b
= . =0 (0 — 0p) Ppinc 4.301
2 eoc2mrR YT | Py | ( o) B, (4.301)

~

For concentric circular flux surfaces, ¢ = 7, then ‘zz . ?‘ = 1. We obtain

14+1/2
|E50]2_ I 1 Efinc,b

2 c2mrR, ¥, |®y

5(0 = 0b) Py, ine (4.302)

where ¥, (r) = U, (r,7/2) =1 +e.
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4.3.6 Normalized Diffusion Coefficient

The diffusion coefficient is usually normalized to the collisional diffusion coefficient I/ep2Te,
thus defining

— Dy (p,¢)
RF b, ’
Dy, (p,€) = —"5—- (4.303)
VePTe
with .
In A
Ve = [a (4.304)
dmegmzvy,
Using (4.271) and (4.301), the diffusion coefficient (4.303) becomes
—RF —RF | .b,(n)|? YPT
Db,n (p7 5) = Db,n,O ’G)k(n) P ‘fré (Nb|| - N||res) 276 (0 - Hb) (4305)
with
I+1/2
o L Lre 1 g et
bm,0 = VeD2, UTe W €0 421 R || b,inc
1+1/2
11 L~ | fincp
_ 2R p 4.306
rRmeIn A wpw?, v T) | Py | byinc ( )
where wpe is the electron plasma frequency
e2n,
= 4.307
Wpe oMo ( )

We also recall the expressions (4.272), (4.274) and (4.284-4.287)

1 . ky v 1 : kp v P kyiv
o™ _ L ie zaan1< bl L>+eb07_e+zaan+l < bl L)erﬂebo,p]n( bl J_>

k V2 Q V2 Q Q

(4.308)

c n 1 PTe nlwce
NHres - (1 - ) = (’Y - ) (4.309)

o) W Bre P wp
P, = Ppp + Pyr (4.310)
(I’bp = Re [Nb - (Nb . eb) e;:] (4.311)
1, OKH
@bT = —ieb : 87N €y (4312)
For concentric circular flux surfaces,
14+1/2
— 1 v 1 1 Jin

o finch” p, (4.313)

bn,0 — ETH 2 b,inc
TRy WpmeIn A wpw?, |®yl
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4.3.7 Bounce Averaged Fokker-Planck Equation

In the Fokker-Planck equation, the diffusion and convection elements are bounce-averaged
according to the expressions (3.189) and (3.194), which gives, using (4.233-4.236)

DEF(O) { Z > (1 -)DF¥ g)} (4.314)

n=—oo b

RF(0) _ 1-¢ nf)
oo —of 2 5 AL e )

=00 b

RF(0) 1-¢ B 2_@ RF
e S

D?EF _{ §2 Z 252[ _52 n} bn(p7§)}

n=—oo b

where ()
1|1 fmax qg 1 r B &

Since 1 — €2 =T (1 —5’3),

DRy Z S -e)D, " (p.6) (4.316)
n=—oo b
= \/ f nfl
= Y S VN0 g - B DO )
n=—oo b
\/ f nf)
Z SV 0 h-g - =0 DO p, &)
n=—oo b
ns?
Z S liog o DRF (p, &)
£
n=-—oo b
where RF
DO (p, &) = {UDFE (p, )} (4.317)
and ) is the cyclotron frequency taken at the minimum B value, according to the relation
eBy Wee,0 Q
Qo = =——"=— 4.31
’ YMe g N4 (4.318)
with B
Weep = 2 (4.319)
Me

Therefore, only the bounce averaged diffusion coefficient D?E © (p, &) has to be cal-
culated for the different types of RF waves, keeping the same formalism. It is determined
by inserting expression (4.305) into (4.317),
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—RF(0 RF
Db,n( )(pvf(]) = {‘I/Dbno ’@i:(n)

’””Q@ (Njjp = Njres) 276 (6 — eb)} (4.320)

which gives

Dbn ( &) = Tge‘{fo bnO‘Gb(n

We perform the poloidal integration

6 b,(n 2
{;\I/Dbnol(ak( :

1 1
w[@

210 (0 — 05) & (Ny — Nres)} (4.321)

216 (0 — 05) & (Ny — Nres)}

Ormax 1 B n
/ s B &yp bno‘@b”

(0 —05) 6 (Npjj — Njjres)

2
B ’¢ ’R » Bp ¢
(4.322)
o 1 T@b Beb 50 F@b . 1 0b ’ b?(n) 2
T NiR, B% 2590, D 0" H (05 = Omin) H (Omax — 0b) 2; T5 (Nbll NHres) k.0,
(4.323)
with
Vo, = (1, 0) (4.324)
o, =1 (¥, 0p) (4.325)
Rg, = R (¥, 6;) (4.326)
B% = B (v, 6)) (4.327)
By = Bp (v, 0) (4.328)
B (¢a eb) Beb
Vg, =——F~" = —F 4.329
%7 By (¢) By ( )
‘595 = 5 (% Qba {0) = U\/l - \Ileb (1 - 58) (4330)
and where H (z) is the usual Heaviside step function
Therefore,
HRF(0) vpre 1 19, B® & _ —RFp,
D ,§0) = ——=— =Y, Dy, 0 X
b (P80 = e G Ry Bl g o
H (0 — Oin) H (6 ME %\ lebml* 1y
b — mln) ( max b) 2 Z ) Nb” _NHres ®k79b ( 331)
olr
where we define, using (4.308), (4.309) and (4.306),
bv(n) _ L —tap 0y L +iay, 0y 591, 0y
ekﬁb = \/5650,+€ n—1 (Zb ) + \/iebo,_e Jn+1 (Zb ) + —\Ije (1 = 5(2)) ebo,HJn (zb )
b
(4.332)
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1 A\
0 _ PTe ( _n 9b"~’ce,0> 4.333
Ives = Bre péo, K W ( )
14+1/2
—RF,0, 1 1 1 flnC b
PRFO _ . 4.334
bn,0 T, Rgb Me InA wbw |<I> ‘ b,inc ( )
with
0, _ kbﬂfjo_b
b er
Wp D 2
— _N v _
bl wgg Mec ggb
1— 2
_ Ny, P & (4.335)

4.3.8 Bounce Averaged Drift-Kinetic Equation

In the Drift Kinetic equation, the diffusion and convection elements are bounce-averaged
according to the expressions (3.218) and (3.223), which gives, using (4.233-4.236)

DEFO) — & {MO Z > (1-&)Dyy p,é)} (4.336)

n=—oo b
~ 1— Q
D;{EF(O o {\113/252 Z g \/7 [ _52 - Z)b:| D&S(p,f)}
1-¢ Q
Dey” = {@3/252 _Z; >~ ﬁ[ —e- 2] D&i‘:(p,f)}
3 “+o00
D?SF( o {\1(;72553 _z_: %:52 [15271} bn(P»f)}
and
~ 1— +00 1— Q
B = JE{ e 2 S-S fQ—ZJD%(p,@} (4:337)
n=—oo b
~rr(0) _ V1—-& [o&(¥ <« 2 nf) ? RF
Fe o € J{ 50\1,2 nzoozbzgg [ & wb] Db,n(p,f)}
where

(7]
max gg 1 B
/ 9 1 1 B, (4.338)
0

1
© =535
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Since 1 — &2 =¥ (1 — &) and Q = VQy,

Dy = Z > a-&)D,5 P . &) (4.339)
n=—oo b
- Y e VB B i)
n=—oo b
- 3 e g - )
n=—oo b

€& nQ% 1% ~rr(0)D

> 252[ e AR (4302

n=—oo b

fw%w;mmww%@m
where
DO (p,&) = o {UéD}fS (p, 5)} (4.344)
B ) = o {o (@ - 1) L0100}

and g is the cyclotron frequency taken at the minumum B value, as defined for the
Fokker-Planck equation. Therefore, only the two bounce averaged diffusion coefficient
D?S(O) (p, &) and ESE(O)F(p,fo) have to be calculated for the different types of RF
waves, keeping also the same formalism. It is important to recall that only |{y| = 0§y can
be put outside the {} corresponding of the bounce-averaging integral.

These coefficient are determined by inserting expression (4.305) into (4.317),

~ —RF D e
Dy P (p. &0) = U{O’f D0 ‘@i( )‘ . |§| (an Nijres) 20 (9—9b)} (4.345)

f);if(o)F(p, o) =0 {a (T -1) ?Dbno ‘@ el 8 (Npjj — Njjres) 26 (6 — ab)}
which gives

Dy . 60) = o { 7Dl |1 275 (0= 0,5 (Ny - N||res)} (4.346)

525(0)F(p,€0) = ZT;G‘U {U(‘I’ )éngnO ‘@b @ 275 (60— 0b) 0 (Ny) — Nres)}
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We perform the poloidal integration
o {UDE};O ‘@i’(n)

1 1
5]

119, B% & —rF, e - 1 N ‘ b,(n)|?
_Eﬁﬁng”o H (6 — Omin) H (Brnae — 63) 2; o0 (NbH N”res> oyl

’ 2mo (9 - (91,) d (NbH - N||res)}

0
e 1 1 B & —=RF |,bn)|?
do oDys )@’
/@mm ‘ ‘R BP é— b 0 k

5(0—6,)0 (Nb” — N”res)
T

P T
(4.347)
v =) DD 60 25 (9 9,) 8 () —
o ( - )52 b,n,0 Yk T ( - b) ( bl — ||res)
1|1 Ormax 1 r B &
=—0o |- / df——: 7(\11—1) 206Dy g
b,(n
X ‘@k( ) (0 — (9{,) ) (NbH — NHres)
1 7y, B% 6 50 RF,0,
- = \IJ b 1 Db H (9 - Hmin) H (Qmax - 91,)
A R, B?}’ ( ) 5917
1 0 b,(n)|?
<o |3 Z] o6 (Ny = N[t ’@k,eb (4.348)
o lr
where H (x) is the usual Heaviside step function and EbR’S”gb is given by (4.331).
Therefore, we find
~ O ¢
DRPOD(, ¢y — 2P1e 1 10, B So preay (4.349)

plol \g Ry B% &, "™

00 =0 1017 1] (- )l
T

o

~RF(0)F Ypre 1 1o, B% &3 =R o,
Dy (0.80) = e st = (\If b ) & Do’ (4.350)
b

H (8 = bain) H (brusx = 6) 0 [; Z] o8 (N = Nt ) | Ok :
T

[

4.3.9 Modeling of RF Waves

The quasilinear diffusion coefficients (4.331), (4.349) and (4.350) describe the interaction
between electrons and a discrete set (b) of RF plane waves (4.250) with frequencies wy,.

140



4.3. Radio frequency waves 4. Detailed description of physical processes

In addition, we can linearly superpose a discrete set of plane waves with the same fre-
quency but different parallel wave number k| because of the linearity of the QL operator
(4.188) in k. This set of plane waves is typically represented by rays. Each ray is char-
acterized by: the wave frequency wyp, the poloidal location 6, the index of refraction Ny,
the polarization vector e; and the power flow ®;,. In general, the ray propagation path
(rp, 0p) and the evolution of the index of refraction N} are determined by ray-tracing (RT)
calculations. When the wave properties are determined by RT calculations, the launched
power spectrum in k) is typically decomposed in an array of rays with different poloidal
launching angle and/or k| power spectrum. This distribution depends on the antenna
and other launching parameters. The evolution of each ray is determined separately, by
the RT code, and the contributions of each ray to wave-particle interaction are separately
accounted for in the sum over b in (4.233-4.236). The separation of these contributions is
justified if their k| power spectrums do not overlap.

We do not address the RT problem in this work. Therefore, we assume that the path
Oy (1) and the parallel index of refraction Ny are determined either by coupling of DKE
to a RT code, or by any other propagation model. RT calculations require to calculate the
dispersion tensor and solve the dispersion relation, and therefore they can provide input
for the remaining wave properties (Npy,ep, ®,). However, these properties can also be
determined by solving locally the wave equation, once 1,6, and N|| are known. Keeping
the calculation of (N, ,ep, @) within DKE allows us to use a more advanced model -
such as the fully relativistic dispersion solver R2D2 - for the evaluation of these important
wave properties. A numerical code is required to solve the wave equation, and evaluate the
diffusion coefficient (4.331) in the general case. However, it is possible to obtain analytic
expressions in some cases, assuming that the waves can be treated in the cold plasma limit.

The calculation of E&S(O) (p, &) in the cold plasma model is performed in Appendix D. In
addition, simplified expression and the comparison with operators used in the litterature
are given for lower-hybrid (LH) and electron-cyclotron (EC) waves in appendices D.2 and
D.3 respectively.

Note that the cold plasma model, if used in the RT calculations, does not account for
the wave-particle interaction and the power absorption from the rays. The power absorbed
from each ray and deposited on electrons can be evaluated if a hot plasma model is used,
but even then, the calculation is not consistent with DKE because quasilinear effects are
not accounted for. In order to have a consistency between RT and DKE calculations, the
power absorption calculated by DKE must be inserted back in the RT calculations. In
the case where rays turn back toward the edge (as it can happen in LHCD), iterations
between RT and DKE calculations are necessary to ensure self-consistency.

Modeling of RF k| spectrum

We consider two different models for the k| spectrum of a given ray.

Square power spectrum in k| Here, the power spectrum of a given ray is taken as
being constant in N between two limits Ny yin and Ny max- Therefore, we operate the
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following transformation

1
d (NH - N||res,b) — WI)HH (N||res,b - NbH min) H (Nb||max - Nb||res,b) (4351)

where

ANy = Npjmax — Np||min (4.352)
In this case, the RT calculations and wave equation are solved for the central value.

Nb|| max T Nb|| min

Nyjo = 5 (4.353)
which is a good approximation only when
— <1 (4.354)
N0

For simplification and benchmarking purposes, in LHCD, one can consider only one
ray with a square spectrum. Then, the limits Ny|| iy and Ny max are respectively given
by the accessibility condition and the condition for strong linear Laudau damping.

Gaussian power spectrum in k| The power spectrum of a given ray can be assumed
to have a Gaussian dependence on V|, centered around a value Ny o and with a Gaussian
width ANy. Then, we operate the transformation

& (Noj| = Nijres)

— (NVjres — Nbvo)zl (4.355)

1
— exp
VTANy [ AN}

In this case too, the RT calculations and wave equation are solved for the central value
Ny 0, which is a good approximation only when

— <1 4.356
Moo (4.356)

For simplification and benchmarking purposes, in ECCD, one can consider only one
ray with a Gaussian spectrum. Then, the wave properties Ny o and ANy are determined
by the beam characteristics, as described in 4.3.9.

Beam size and power spectrum

If we consider a Gaussian beam of waist d, of negligible diffraction angle, and of negligible
dispersion, such that the wave vector is in the direction of the beam, and N ~ 1, we get
that by the properties of Fourier transform, the width AN is related to the beam waist

d as
NJ_C

N wd
This conditions are approximately satisfied for EC beamsif the density is low (wpe < w).

Then, and we can verify that for a beam waist of a few centimeters (d = 5 cm, f = 110
GHz, Nj ~ 0.2 — AN} >~ 0.01), the condition (4.356) is satisfied, and there is no nead to
decompose the beam spectrum into many rays.

AN = (4.357)
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Chapter 5

Numerical calculations

5.1 Bounce integrals

The numerical calculation of bounce coefficients requires an integration over # which can
be expressed symbolically as

fmas g
1(0.&) = [ 5UF (6.6.6 B Bz By, R, 2) (5.1)

9min
where Br, Bz, By, R, Z are functions of (¢,6). They are given on a uniform grid of Ny

points in 6
27y

0 0,1,--- ,Ng—1 (5.2)
Domain of Integration It is very important to account for the entire bounce path of
the particle, including in particular the tip of banana orbits near 07 ijn and 07 max. The
contribution of these banana tips is often larger than the df = 27 /(N — 1) accuracy level,
because F' () can become very large near the turning points. This is true for example in
the calculation of A, since F' () ~ 1/¢ and £ — 0 at the turning points. It is therefore

crucial to perform the integration up to 07 in and 07 .. However, these boundaries are
defined by (2.28) and (2.29)

By (¥)
1-¢
which in general do not coincide with a grid points. In order to calculate 67, we impose
that the values of the data Br, Bz, Bg, R, Z in 01 be obtained by linear interpolation,
while the value of B (1, fr) is obtained from (2.30).

We consider the magnetic field By (1,&p) at the turning point 07, to be located
between the two (consecutive) values By (1,61) and B (¢, 603) on the (v,0) grid. These

values are determined from the three components issued by the equilibrium code simply
by

B(¥,0r) = By (¢, %) = (5.3)

Bi(6,01) = \/BR(6,00) + BS (4,00) + B2 (4,01) (5.4)

By (1,60) = \/B}(v,62) + B} (,60) + B3 (,6) (5.5)
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We choose to define the values of Br, Bz and By at the location 7 by linear interpo-
lation:

(07 — 61)

(62 — 61)

where i = R, Z, ¢. Then, the location 07 of the turning point can be calculated by requiring
that the relation

B; (¢,0r) = Bi1 + (Bi2 — Bi1) (5.6)

By (¢, &) = B (¢, 0r) = \/BIQ% (v,0r) + B (¢,0r) + B (¢, 0r) (5.7)
be satisfied. This implies
B, (v,07) + B (¥.07) + B (¥,0r) = Bj (v, &) (5.8)
and then ( ) )
O —=0) L T e _
i_%}qb [le + 62— 01) (Biz le)] By (¥,6) =0 (5.9)
Defining
_ (6r —61)
= (02— 1) (5.10)
we find

> (Ba-Ba)*|o®+2| Y Ba(Ba—Bu)|a+ Y Bi—B;(&) =0
i=R,Z,$ i=R,Z,¢ i=R,Z,¢
(5.11)
which solves as

i\/[zz Bi1 (Biz — By)]? — [El (Biz — Bi1) ] (>, B4 — BZ] — >, Ba (Bia — Bi1)

o = 5
> (Bia — Bi1)
(5.12)
We have
2
ZBH i2—Bi)| — > (Bi2a—B ZB BZ¢§0)]
_ (BriBrs + Bz1Bza + By Bgo)? — B B3
+ [B3 + B? — 2(BraBr1 + Bz2Bz1 + By2Bg1)| B (1, &)
= =B - (-8 (B - 1) (5.13)
with
Y = BriBpre + Bz1Bz2 + By1 By (5.14)
so that
/(Y —=B2)*— (B2—B?) (B2—B2) + B?-Y
BB - (8- BY) (B - B) + B )

B? + B3 —2Y
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and finally

/(v =B - (B, - BY) (B} - B}) + B} -

GT:91+(92_91) B%+B%—2Y

(5.16)

We must choose (numerically) the solution that gives 0 < a; < 1. Note that if the
magnetic fields in points 1 and 2 are equal, we have Y = B? = B3 = Bg.

Numerical Integration Once the two turning points have been added to the 6 grid,
now noted 6;, j = 0,1,2,--- Ny + 1, we define the half grid

<5k+1 + §k>
Hk:f, k=0,1,2,--- Ny (5.17)
and calculate the discrete function
Fy = F (¢, 0k, £0; Bri, Bzk, Bk, Ry, Zi,) (5.18)

where Bgg, B 32k, Bok, R, Zig have been calculated on the grid 6, by linear interpolation,
and the step dfy, defined by

0y = 01 — Oy, k=0,1,2,--- Ny (5.19)

so that the integral becomes
1
I =— Y doF 2
(v,60) = o ;Odek ! (5.20)

5.2 Grid definitions

The drift kinetic equation may be solved by different numerical techniques. Here one of the
most natural approach is described, namely the finite difference method, which is based
on the transformation of a differential equation into an algebraic one. The volume V on
which the drift kinetic equation is solved is characterized by three dimensions (i, p, &),
and, the time evolution is introduced with the parameter ¢.

Since the drift kinetic equation is expressed in conservative form, it is natural to define
the grids for the flux S grid as the starting point of the numerical calculations.

tr € [0, JrOO} Jk — {O,Tlt}

) ) wl € [071/%] 7l - {Oanw}
S(tkawlaplag(),]) — Di c [O’pmax} ,i N {O’np} (521)

507j € [_1?1] 2 J = {O’nio}

This grid system defines a set of cells of non-uniform sizes characterized by index
numbers which, by definition, are integers. The distribution function f is represented
by its values inside these cells, as shown in Fig.5.1 for the momentum dynamics. With
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cmeceimn

Pi Pit1

Figure 5.1: Grid definition for the momentum dynamics

this form, the conservative nature of the problem is preserved numerically, avoiding the
occurence of spurious numerical fluxes which lead to wrong estimate of the solution.

I (ks Vi1 y2: Pig1/2, Eojr2) —

5.2.1 Momentum space

tr € [0, 400,k — {0,m:}

Ay Ay, —
Yrp12 € |0+ 21/2, - 21/2],l—>{0,nw—1}
A App,,— .
Pit1/2 € pgl/zapmax - p2 1/2} v {O7np - 1}
A€ Ao, —1/2 | .
Gojeap © |14 22,1 - 20922y (0,mg, — 1)

(5.22)

Momentum dynamic in p and pitch-angle £y being independent, the position of p; /3 in
between p; and p;t1, and of §y ;41,2 in between o j and {p j4+1 is an arbitrary choice. The
most simple and natural one is to place the point where the distribution function f is
determined exactly in the middle of the cell,

(5.23)

_ pitpi+1
Pit1/2 = — 75
§iv1/2 =

0,180,541
2

Then, intervals on the different grids are
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Apit1 = Piy3/2 — Pit1/2
Apiy1/2 = Pit1 — Pi
Ap; = Pivi/2 — Pi-1/2

5.24
A&oj+1 = Eo,j+3/2 — €0,5+1/2 (5:24)
A&pjr1/2 = o,+1 — So,j
A&oj = &o,j+1/2 — So,j-1/2

where

Apiy1 = Pivy3/2 — Pit1/2
= DPi+3/2 — Pi+1 T Pit1 — Pit1/2
A]Oz'+3/2 Apz’+1/2

= 2
5 T (5.25)

Aojr1 = Eoj+3/2 — 0,412

= &o,j+3/2 1t 0.5+1 — €0.5+1 — €0,5+1/2
Aoy vz Abpjt1/2

2 + 2
It is important to note that the need of a non-uniform momentum grid is justified by
the 3 — D approach of the numerical code. Indeed, since all radii are considered at each
time step, ans since plasma temperature is usually much lower at the edage than at the
plasma center, this requires a finer mesh close to p = 0, in order to describe momentum
dynamics at all radii with a single p grid. Moreover, this argument holds for the case of
multi-species drift kinetic calculations, since ion velocities are much lower than electron

ones.

(5.26)

5.2.2 Configuration space

By an appropriate bounce averaging, the number of dimension is reduced to one, i.e. the
radial one. As for the dynamics in momentum space, the point where the distribution
function f is determined is chosen exactly in the middle of the cell,

Y+ Y

; (5.27)

¢l+1/2 =
and the intervals on the different grids are,
A1 = Y30 — Yipa 2

Ay =111 — U (5.28)
Ay = P10 — Yr1y2

where

At = Yrigje — Yiv1)2 (5.29)
= Y132 — Yit1 + Yir1 — Yig12
Atyzn Ay
2 + 2
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Link between momentum and configuration grids

When the bounce averaged drift kinetic equation is solved, the distribution function f(© =
f (B = By) is determined by definition at the poloidal angle value where the magnetic field
is minimal on a given magnetic flux surface as shown in Sec.2.2.1. It is indeed the only
common poloidal point on the magnetic flux surface that is crossed by trajectories of both
trapped and circulating electrons. In momentum space, the dynamics of trapped and
passing particles is characterized by an interval boundary which is defined by the relation

By (¢)
Bmax (w)

From relation (5.30), it is clear that momentum and radial grids are no more fully
independent. In order to achieve calculations with a high numerical accuracy, the pitch-
angle flux grid is therefore chosen so that there exists an index number j; where the
following condition is exactly fullfiled!,

&r (W) =1~ (5.30)

By (¥1)
Bmax (¢l)

With this definition, the trapped passing boundaries are consistent with both pitch-angle
and spatial flux grids. Obviously, the use of a non-uniform pitch-angle flux grid is fully
necessary, because of this numerical requirement. Hence, if the number of radial points
for the flux grid is arbitrary by definition, the number of points for the pitch-angle grid
has a lower limit. It is straightforward to give a rough estimate, in order to evaluate the
numerical size of the objects in the code. Let n, being the number of flux grid points,
ng, > 6ny + 7, since at least each trapped passing boundary on the pitch-angle flux grid
must be framed by two consecutive neighbors points, on each side, for &g > 0 et & < 0
domains. In addition, accurate calculations must be performed at & (3 points) et at
|€o| =1 (4 points). Hence, for ny, = 30, ng, > 187.

&, (W) =1- (5.31)

5.2.3 Time grid definition

Time evolution is also projected on a numerical grid,
tr = kAt (5.32)

which is taken uniform for two reasons. First, in the numerical approach here considered,
the algorithm, as discussed in Sec. 6.1.1, is mainly dedicated to the fast determination of
the asymptotic stationary solution lim; 40 f (¥, t,p, &) = f(e0) (¥, p,&0), and therefore
time step values must fulfill the condition At > 1. In this limit, the time ¢ used in the
iterative procedure because of the weak non-linearities of the collision operator, acts mainly
as a regularization parameter, when matrix to be inverted is close to be ill-conditionned.
Furthermore, with a non-uniform time grid, matrix must be calculated at each time step,
which prevents the use of the very efficient incomplete LU matrix factorization technique,

!This choice is possible, since bounce integrals are determined numerically from magnetic equilibrium
codes, and therefore, no singularity is encountered.
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as discussed in Sec. 6.2.2, a procedure that allows to reduce considerably computer time
consumption. Since the code is expected to be incorporate in a chain of codes, in order
to obtain self-consistent magnetic equilibrium, wave propagation and kinetic calculations,
this is therefore the only choice that can be considered.

5.3 Discretization procedure

5.3.1 Zero order term: Fokker-Planck equation

The starting point of the numerical calculations for the Fokker-Planck equation is the
following expression

ofy” 19 110 o
S ) Sy (V1)
0()3< _ Bpo(¥) (0)>
X0 7@ 85 (P WTW) B (0808,
- S (5.33)

where SI(D?) is the bounce-averaged avalanche source term that comes into play in runaway
regime. In order to avoid numerical singularities at p = 0, it is convenient to multiply all
the terms by the partial Jacobian

Jypdp = aw) P’ (5.34)

which leads to the equivalent form

q(¥) 5.0
8[190 (w)p 0 ]/6t

By (1) p
~(¢) P -
Bo () A (6,&0) 5( AR )
p2 3 BPo(w) 0
59 B sy
- g(@)ms}? (5.3)

Using the grid definition defined in Sec.5.2 and applying the backward time discretiza-
tion, which corresponds to the fully implicit time differencing as discussed in Sec. 6.1.1,
the discrete form of the Fokker-planck equation may be expressed as

149



5.3. Discretization procedure 5. Numerical calculations

~ (0)(k+1) (0)(k)
q141/2 f 0,l+1/2,i41/2,j+1/2 foz+1/2 i+1/2,5+1/2

p,
Boiiye T2 At

_ 2 (0)) [FFD)
RCERYE a<p Sp )
Bo,l+1/2 Op

1+1/2,i+1/2,j+1/2

671+1/2 Pit1/2
o \+1/2,5+1/2 X

(k+1)

Boit1/2

9 (0)
a6 (V1)

2
Pit1/2
N+1/2.5+1/2

4 (RO @AS( )>

141/2,i4+1/2,j+1/2

(k+1)

o

Ql+1/2

(0)
= By 1/2102+1/25R 141/2,i4+1/2,j+1/2

141/2,i41/2,j+1/2

(5.36)

where Gi11/2 = G (V141/2) » Bogi1/2 = Bo (Yig12) and NFY2IHY2 = X (41109, &041/2) -
In a compact form

~ (0 k’+1) k)
Bojy1jo T2 At
q (k+1)
+ -p*Vp - S
0 141/2,i+1/2,j4+1/2
q (k+1)
+ 1"V - Sy
0 I+1/2,i+1/2,j+1/2
Qg (0)
Bty Pii1/oSpisiair1 /22 (5.37)
where
q ~ 2a(0) (k+1)
ip2vp X Sg)) (k‘+1) _ ql+1/2 (9 <p Sp )
14+1/2,i+1/2,j+1/2 0,l+1/2 i o
_ Gi41/2 Dit1/2 "
BO 1+1/2 A+1/2,5+1/2
(k+1)
<\/§AS( > (5.38)
8{0 I+1/2,i41/2,541/2
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and

- (k+1) P2
q 2 (0) i+1/2
PVy Sy NF1/254172

By
0 ~Bpo | «(0)
87,/} <R(] 7)\8

14+1/2,i+1/2,j+1/2
(k+1)
(5.39)

141/2,i+1/2,j+1/2

5.3.2 First order term: Drift kinetic equation

Since the first order drift kinetic equation may be also expressed in a conservative form
as for the Fokker-Planck one as shwon in Sec. 3.5.5, a similar formalism may be kept. In

that case,
19 (g0 1 190 _ (0)
p? 8p< Sp ) X (¢, &) p 0% (ﬂ/\(%io)sg )
L0 1 19 .
p* op <p28(0)> ORI < 1= 5@\(1/%50)320)) (5.40)

)
where in the left-hand side, the fluxes concern the function g (w p,&o) which is to be

determined, knowing SZ(OO) and Sé ) from the spatial derivative of fo (1, p,&o) given by the
zero order Fokker-Planck equation. Multiplying also both sides by the partial Jacobian
JyJp defined in Sec. 3.5.1, one obtains

5 (8) - 5 8( www”v

A (¥, &) 980
_ 9 (0) p 9 S(0)
N ap <p2S ’ > A (1, &) 3760 ( 1- ng (¥, o) Sg > (5.41)

and the discrete form of the first order drift kinetic equation is then simply

2g(0) [
3(;0 Sp > Dit1/2
dp CO\FL/2,5+1)2 X
14+1/2,i4+1/2,j+1/2

B, < (0)> ()
\J1— &30S
0o 07e 14+1/2,i41/2,j4+1/2

25(0)) |
8<p Sp > _ Piy1)2
p \lF1/2,5+1/2
141/2,i41/2,5+1/2

9 2z}
9% <V B )

(5.42)

141/2,i41/2,j+1/2
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5.4 Zero order term: the Fokker-Planck equation

5.4.1 Momentum dynamics

Fokker-Planck equation In this section, only the electron dynamics in momentum
space is discussed, at fixed ;1 /5. Hence

(k+1) (0)) (k+1)

~ 2
di+1/2 6<p Sp

Byt Op
41/2,i41/2,5+1/2 -y 141/2,i41/2,j41/2

q ,0f"

Bop dp

_ 671+1/2 Pit1/2
Boy1/2 ANFL/2+1/2

0 ( (0)) (k+1)
2 (V16378 (5.43)
0o \/70 ¢ 141/2,i+1/2,j+1/2
where 50 _ _ p) orl” N D(O)@afiém L+ )
P PP 9p pE p 9§ p Jo (5.44)

©) _  p0af” 0) /1= a5" (0) £(0)
Sg" = =Dy 5+ Dee ~— "% +Ee Sy

Here, diffusion cross-terms between momentum and configuration spaces are neglected,
ie. D}(SZ = Dg]p) = Dé?b) = Dfpog) = 0. By definition, the discretization procedure must pre-
serve the conservative nature of the momentum dynamics, as discussed in Sec. 3.5.1, and
therefore, careful attention must be paid how to proceed from Eq. 5.4.1, in particular
when diffusion or convection coefficients vary strongly on a grid step. Moreover, boundary
conditions on flux grid must be as much as possible naturaly satisfied by the discrete form
of the Fokker-Planck equation. Indeed, cross-derivatives never satisfy this condition simul-
taneously along the momentum and pitch-angle directions, and consequently additional

external boundary conditions must be added to enforce this condition.
(0)
j29

and Dg;) terms do not contribute to the Maxwellian solution when no external perturbation
is applied, it is not necessary to perform an interpolation between full and half grids for
cross-derivatives in order to ensure a correct numerical flux balance in momentum space.
In that case, the usual procedure is simply to center differences, as done in this section.
However, there is a much more complex approach, but also more consistent one with
respect to the use two grids, one for the fluxes and the other for the distribution, which
is also presented in Appendix F. However, because of its complexity, it has not been yet

implemented in the code even if this approach is in principle better designed for non-
(0)
&p -

There are several ways to perform the discretization of the cross-derivatives. Since D

uniform grids with strong localized variations of D](DZ) and D
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The starting point of the discretization procedure is the following expressions

a(r2s) 4 5 (0
< ) _ Y (_p2D(o) fo +p2FI§O)f(§O)>

Op op

B af(o)
2 Y (0) 0
/1 ¢ p(pré) e

(5.45)

P (\/1 = §§A5§0>) o (D i §0A8f0
0

P 9o

+4/1- ggAFgo)fé°)>

0 o\ 91"
1-— D
350( & ) Ip

/ 001"
1 —&3ADy, 9eodp (5.46)

where cross-derivatives terms have been developped directly from analytical formulas, and
considered in separately. Here, it is assumed in an implicit manner that derivatives of

pDI()? and /1 — §§AD(O) exists.

Hence (k1)
(0)
£y 200 _ qu+1/2 Z il (5.47)
0 141/2,i41/2,j+1/2 0.14+1/2
with
(0) s (k) (k+1)

) (0)
pi+1Dpp,l+1/2,i+1,j+1/2 “op +pz+1F,l+1/2z+1,j+1/2f0l+1/2z+1,j+1/2

T — 141/2,i+1,5+1/2
A10i+1/2
(5.48)
k1
20 L ) FO0+1)
Pitpp 1412454172 "op N Pty iv1y24,5+1/2000+1/2,0,5+1/2
T2l — l+1/2,z,]+1/2 (5.49)
ApiJrl/Z
9 (pD(O)) () |(k+1)
7Bl — +m o o€ (5.50)
141/2,i+1/2,j+1/2 I4+1/2,i+1/2,j+1/2
) i
4
T = +mpl+1/2Dp£ FHL/2i+1/2541/2 Ppog (5.51)
141/2,i41/2,j+1/2
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(k+1)

(0) _ g2 14172541 0"
D iy (1= €8 ) AT L/2d
bl — __ Pir1/2 A < T ) ? 141/2,i41/2,j+1
AL+1/2,541/2 Pit1/28811/2
(0) (0)(k+1)
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6 _  Pit1)2 Peeripiniyg (1 gOJ) AT 14+1/2,i+1/2,
T K2 5T )
COAFL/24+1/2 Pit1/2A811/2
i (0) (0)(k+1)
Pit+1/24/ 1= fg,j)‘lH/Z JF& 1+1/2, 2+1/2,jf0 14+1/2,i41/2,5
+ AT (5.53)
j+1/2
(0) (k+1)
Pit1/2 O (0) Afo
T = 2 <\/1 — €2\D 0 (5.54)
13
NF1/25+1/2 9g, P 412, 41/2,j41/2 Op LHL/2041/2541/2

(k+1)

0

T[S] pH‘l/Q 1— &2 )\l+1/2,j+l/2D( ) a2f( )
AAH1/2,5+1/2 0,j+1/2 Ep,l4+1/2,i+1/2,5+1/2 8&0 D
14+1/2,i+1/2,j+1/2

(5.55)
Discrete expressions of the partial derivatives are,
(k+1) (0)(k+1) (0)(k+1)
3f(§0) B f 0041/2,i+3/2.j+1/2 ~ Jo41/2,i41/2,j4+1/2 (5.56)
Op 14+1/2,i+1,j+1/2 Apit1
(k+1) 0)(k+1) 0)(k+1)
3féo) _ fols1/2,i48/2.5401/2 — fois1/2i-1/2,5+1 )2 (5.57)
Op 14+1/2,i+1/2,j+1/2 Apit1 + Api
(k+1) 0)(k+1) 0)(k+1)
(9féo) _ fot1 /2,41 2,541 72 — fors1/2i-1/2. 5412 (5.58)
Ip 141/2,i,j41/2 Api
(k+1) )(k+1) (0) (k-+1)
3f fo 11/2i4172,5+3/2 ~ 0451 /2,i41/2,j41/2 (5.59)
9o 14+1/2,i+1/2,j+1 Ao j+1
(k+1) )(k+1) )(k+1)
aféo) fo AH+1/2,i41/2,j+3/2 fo A+1/2,i41/2,5—1/2 (5.60)
9% 14+1/2,i+1/2,j+1/2 Aoj+1+ Ao
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) (G+1) 0)(k-+1) 0)(k+1)

c’*)fo _ f07l+1/2,i+1/2,j+1/2 - fO,l+1/2,i+1/2,j—1/2 (5.61)
9% 141/2,i41/2, Ao
and cross-derivatives
k41 k+1
agféO)(+) _82féo)(+)
Opoto 14+1/2,i+1/2,j+1/2 0%o0p 14+1/2,i+1/2,j+1/2
)(k+1) )(k+1)
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(Apiy1 + Ap;) (Ao j41 + Abo,j) '
while other derivatives become in discrete form
(0) . (0) 0
9 (prf ) _ Piv1Dpe 17950154172 ~ Pilpei1/2.0 j41/2 (5.63)
dp Apit1)2
14+1/2,i+1/2,5+1/2
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g (V=g
1— €D
8o 07 141/2,i41/2,+1/2
/ ; (0)
_ 1- 60 )\H—I/Q ]+1D Epl+1/2,i41/2,5+1
A&p jt1/2
i)
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_ (5.64)
A&pjr1/2

By definition, cross-derivatives are symmetric. Furthermore, the derivative

9 (0)
a&)<\/1—-§ALkg> (5.65)

must be taken on the flux grid in order to fullfil naturally boundary condition at || =1
and avoid to specify Dég) at this momentum space location. It is a crucial point, especially
for the Lower Hybrid and the Ohmic current drive problems, since this domain of the
momentum space plays a very important role for the determination of the plasma current
level.

Since the distribution function is defined on the half grid, while fluxes on the full grid,
it is necessary to interpolate, because in some derivatives, values of féo) are taken on the
full grid. In a general way, whatever the detailed value of the weighting factor 5(0)( V)VhiCh

0

will be discussed in the Sec. 5.4.3, one may write for the terms proportional to Dy, and

)
)(k+1) o (0) (0)(k+1)
fo AH1/2041,541/2 (1 - 5pl+1/2 i+1 j+1/2> fod41)2, i+3/2,j+1/2
(0) )(k+1)
+ 012001 j+1/2f0 14+1/2,i+1/2,j+1/2 (5.66)
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and for terms proportional to Dgg) and FE(O)
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(0) (0)(k+1)
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Gathering all terms, corresponding matrix coefficients for the zero order Fokker-Planck
equation may be expressed as

(k+1) i'=i+1j'=j+1

g ,0f" Q12 =(0) (0)(k+1)
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(5.71)
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(5.80)

For each coefficient, identical diffusion and convection terms appear, which must be
evaluated for all physical processes that take place in the plasma (RF, Ohmic electric field,

),
D(O)
pgyl+1/27i+17j+1/2
pp,l+1/24,5+1/2
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and

(0)
Fp,z;r1/2,i+1,j+1/2

(©
7O ) oy (5.82)
p F(O) )
El+1/2,i+1/2,5+1
7O
§l+1/2,i+1/2,5
Knock-on source term The knock-on source term must be evaluated at each radial
position 9,11 /7, and also at each momentum and pitch-angle positions (Pz‘+1 /2,80,j+1 /2)111
momentum space. However, the poloidal position of the birth of the secondary electron
plays a crucial role in the calculations, that significantly increases the difficulty of the
problem.

As discussed in Sec. 7.2,

ffoo<FR>vdf; 1 By (& 1 r 1
mlnAt py (=1 A7 (1-¢2)° ‘@.;:‘BPI\P’I

SO — (5.83)

6*

where v = /1 + ﬂ;fp?, &2 =./(y—1)/(y+1) and the poloidal angle 6* is defined by
the relation

. _1_5*2_ )
Y (4, 07) = e T (-8 (5.84)

.On the discrete mesh, the source term 81(??) at grid point (I +1/2,i + 1/2,j + 1/2) becomes
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where 6 ' 1/2,i41/2,j+1/2 is determined from the relation
. 2
v (wl-i-l/?’9l+1/2,i+1/2,j+1/2> = 5 (5.86)
(1 +7i41/2) (1 - 50,j+1/2>
on each flux surface 9;1/5. Here
/ 1 dB
v = T <¢l+1 2395* 1/2,i4+1/2,j+1 2) (5.87)
‘ O 1 2is1 /25412 BO,l+1/2 46 / +1/2,i4+1/2,5+1/

For numerical convenience and for avoiding singularities at boundaries of the inte-

gration domain, the source term S © must be multiplied by a part of the

RI41/2,i+1/2,j+1/2
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Jacobian J, i.e.JyJ,,, and matrix coefficients in the Fokker-Planck equations are

E _
_ r dt‘
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T I RoTT (5.88)
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5.4.2 Spatial dynamics

In this section, only the electron dynamics in configuration space is discussed, at fixed
Piy1/2 and &p j11/2,
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0
O = —p) |vyl, Zo 4 7O 40 (5.90)

oY

. . . 0
since cross-terms between momentum and configuration spaces are neglected, i.e. ngw) =

(0) 0) _ p0) _
D, wa = Dw = 0.
Therefore
. (k+1)
q 2af(0) z+1/2 [m)]
By' 0 T NH1/25+1/2 Z T (5.91)
14+1/2,i+1/2,j4+1/2
with
T[l] — D(O) R2 ~ B1230,l+1 )\l+1,j+1/2
= W IH1,i+1/2,5+1/2 o,l+1‘Jl+1m x
(k+1)
6f(0)
8?/1 [AYiy1)0 (5.92)
I4+1,i4+1/2,j+1/2
™ = gl . [Ro l+1q~l+17BPO’lJrl )xl“’j“/Q] X
Y, l+1,i+1/2,54+1/2 ) BO,H-l
(0)(k+1)
fo,l+1,z’+1/2,j+1/2/A¢l+1/2 (5.93)
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B2 .
_ (0) PO, y1,5+1/2
T = TD g 1i1/2,j+1/2 RS 11 Bo, AT /] X
(k+1)
o (0)
({];EL /DAY (5.94)
1i+1/2,54+1/2
T4 — _pO [quproz WH/Q}
Wli+1/2,5+1/2 By,
(0)(k+1)
fo Li+1/2, ]+1/2/A¢l+1/2 (5.95)

and discrete expressions of the partial derivatives are,

(k+1) (0)(k+1) (0)(k+1)
8féo) fo A+3/2,i4+1/2,j+1/2 — /o AH1/2,i41/2,5+1/2 (5.96)
O I4+1,i4+1/2,5+1/2 A
(k+1) )(k—+1) )(k+1)
af fo +1/2,i41/2,j+1/2 fol 1/2, 1+1/2’J+1/2 (5.97)
li+1/2,5+1/2 A

As for the dynamics in momentum space, interpolation between full and half grids must

be performed, since some values of the distribution function féo) must be determined on
the flux grid. Therefore

01+1 AF1/2,541/2 T P,l4+1,i41/2,54+1/2

0) )(k+1)
+6w,l+1,i+1/2,j+1/2f0 141/2,i4+1/2,j+1/2 (5.98)

>f(0) k+1)
0,1+3/2,i+1/2,5+1/2

)(k+1) . (0) (0)(k+1)
fou+1/2,g+1/2 = (1 _6w,l,i+1/2,j+1/2> fo 0,0+1/2,i+1/2,j+1/2
(0) (0)(k+1)
+6¢,l,i+1/2,j+1/2f0,l—1/2,i+1/2,j+1/2 (5.99)

Gathering all terms, matrix coefficients for the zero order Fokker-Planck equation,
according to the relation,

- (k+1)
q(¢) p28f(0) _ p12+1/2
141/2,j+1/2
Bo ()" ¢ 141/2,i41/2,j41/2 A2
I'=l+1

=(0) (0)(k+1)
Z M¢ l’+1/2z+1/2u+1/2f0z'+1/21+1/2,3+1/2
r=i-1

(5.100)

are
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(0)

=(0) i1/ o
Myiysioivi/2je12 = _mRO,Z—HBPO,l-HD¢w7l+1’i+1/27j+1/2
al(o) o |
F1,541/2 0 o
+me,l+l,i+l/2,j+l/Q <1 -4 7l+1,i+1/27j+1/2)5-101)

(0)

=(0) Yp1,541/2 (0)
Ml[),l+1/2,i+1/27j+1/2 = +mRo,l+lBPO,I+1wa,l+1,i+l/27j+1/2
NO)
L L2 ) 50
A¢l+l/2 Y, l+1,i4+1/2,54+1/2%,1+1,i+1/2,j+1/2

(0)

Q5
Li+1/2 0)
————— Ry Bpo,;D . .
+A¢l+1/2sz LB POy 1it1/2,5+1/2
(0)
Q5
__Lit1/2 (0 _ (0
Aty Fw,l,z‘+1/2,j+1/2 (1 5¢,l,i+1/2,j+1/2> (5.102)
0 o p o
Mw,l—1/27i+1/27j+1/2 = _mRo’lBPO’ID¢¢,l,i+1/2,j+1/2
O‘l(o') 1/2 (0) )
7.7+ 0 0
_mF¢,l,i+l/2,j+1/251/;7171'.5_1/27]'_,_1/2 (5103)
with
(0) _ ~BP0,I l’ '+1/2
N j+1/2 = RO,ZQITWA J (5.104)
B .
0 ~ Bpoit1
al(+)1,j+1/2 = Ro1+1q141 T)\’“J“/? (5.105)

I+1

)

As expected, spatial transport corresponds to a simple tridiagonal matrix.

5.4.3 Grid interpolation

Momentum grid interpolation The usual method for determining interpolation co-

. (0) (0) (0) (0)
officients O, 11172541 541/20 Opiryzigir/e Ocirrzirijzgen 4 Ogryayaiya; SO that the

distribution function féo) may be estimated on the full grid (flux grid) from its value on
the half grid (distribution grid) is to satisfy the constraint that numerically, the stationary

solution lim; o0 féo) = fur is an exact Maxwellian whithout any external accelerating
mechanism (RF wave or Ohmic electric field). In this case, under the influence of collisional
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slowing-down and pitch-angle only, coefficients D;? = Dég) =0, and

0)(c0) 0)(c0)

S(o)‘(m) - _po foar/2ivsjagrie — forsrjzaviya e
Polii1/2,i41,541)2 ppl+1/2,i+1,5+1/2 Apiy1
Pol+1/2,i+1,5+1/270,141/2,i41,j+1/2 :
f 0)(c0) —f 0)(c0)
0)‘ _ _po 0,0+1/2,i41/2,54+1/2 — J0,14+1/2,i—1/2,j+1/2
141/2,041/2 ppl+1/2,6,5+1/2 Ap;
(0) )(00)
+F l+1/2,z,]+1/2f0 141/2,i,j+1/2 (5.107)
f (0)(o0) f(O)(oo
(0)’ _ —|—D(O) ' ' /1 =y 0,i4+1/2,j+3/2 0,i4+1/2,j+1/2
14+1/2,i41/2,j+1 E6I41/2,041/2,5+1 0.3+ Pit1/2880,5+1
(0) )(00)
+F &l+1/2, z+1/2,g+1f0 14+1/2,i+1/2,j+1 (5~108)
f 0)(c0) _f 0)(c0)
S(O)‘(OO) _ +D(0) ' \/@ 0,i+1/2,j4+1/2 0,i+1/2,j—1/2
€ lig1/2,i41/2,5 §6141/2,i41/2, 0.3 Pir1/2880,
(0) 00)
+F &,1+1/2, 1,+1/2,]f0 14+1/2,i4+1/2,5 (5109)
or
Ap; SO) (OO) _ _D(O) f 00)
Pit+1 9p 41/2,41,41/2 ppl+1/2,i+1,5+1/2 \J0,141/2,i4+3/2,j+1/2
f(O)(oo )
0,14+1/2,i+1/2,j+1/2
(0) (c0)
+Api F l+1/2z+1,]+1/2f0l+1/2,i+1,j+1/2 (5.110)
.SO)( ) — _D(O) f ) —f )
Di Op 1/2041/2 pp,l+1/2,0,5+1/2 \J0,1+1/2,i+1/2,5+1/2 ~ J0,14+1/2,i—1/2,j+1/2
(0) 0)(c0)
TAPE, 120 12 001 /2,041 /2 (5.111)

_ LpO

O™ -+ ST
14+1/2,i4+1/2,5+1 £6,1+1/2,i+1/2,5+1 0,j+1

Piv1/2880,5+1 S¢

o0) )
(fo 14+1/2,i+1/2,j43/2 fo,l+1/2 i+1/2, j+l/2>

( ) (0)(c0)
FPit1/2880,5+1F 1 9 i1 725101 J0 141 /2,041 /2,541

(5.112)
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(0] (%) _ (0) / 2
Pit1/2880,5 S 14+1/2/i4+1/2, +D€51+1/2,i+1/2,j 1=, %

0) (o0
<f0l+1/27,+1/27j+1/2 f0l+1/27,+1/2] 1/2)
(0)
HPir1/2880,F 1y, Z+1/2,jf0 l+1/2 i+1y25 (5:113)

Since this constraint corresponds to the relation

(0)
lim 8f0

.0 _
Am =2 — = —VpSp” =0 (5.114)

one can deduce,

(0) o0)
Apit1 F pi+1/2, z+1,j+1/2f0 141/2,i4+1,j+1/2

- p o0) )
= Dpp,l+1/2,z‘+1,j+1/2 (fo,l+1/2,i+3/2,j+1/2 - fO,l+1/2,i+1/27j+1/2> (5.115)

(0) (0)(o0)
ApiF, 1+1/2, z,j+1/2f0 141/2,i,j+1/2

_ (0) (0)( (0)(
= Dppir1/2ig+172 (f l+?721+1/2]+1/2 fo 143721 1/2]“/2) (5.116)

O 0)(c0)
Piv1/2880,5+1F¢ 11y 9 412 501 F0 141 /2,041 2,541

_ _po

1-¢£2. f(O)(OO)
£E1+1/2,i+1/2,5+1 0,5+1 \J0,04+1/2,i+1/2,j+3/2

(0)(c0)
_fO,l+1/2,i+1/2,j+1/2) (5.117)

(0) 0)(c0)
Pit1/2880.F¢ 1 2412500141 2,041 2,5

_ (0) (0)(o0) (0)(o0)
= —Dgg,l+1/2,i+1/2,j\/l——§g’j (f07l+1/2,i+1/2,j+1/2 - f071+1/2,i+1/2,j—1/2> (5118)

and replacing the distribution functions on the full grid by their interpolated values, ac-
cording to the relations

0)(k+1) . (0) (0)(k+1)
fO»l+1/2,i+1,j+1/2 o (1 5p,l+1/2z+1,]+1/2) f0l+1/27,+3/2,j+1/2

(0) (0)(k+1)
+9 l+1/21+1,]+1/2f 0,l41/2,i+1/2,5+1/2 (5.119)

)(k+1) _ (0) )(k+1)
fO A+1/20,5+1/2 0 T (1_5pl+1/2,z,J+1/2> fo J41/2,i41/2,j41/2

(0) (0)(k+1)
0, 112041 /2 0041 /2,i-1/2,541/2 (5.120)

and
)(k+1) _ (0) (0)(k+1)
fo ’+1/2’J+1 N (1 O i+1/2, z+1/2,y+1> fo1/2,i41/2,543/2
(0) (0)(k+1)
¢ 1i1/241/2, 54170041 /2,i41/2,j4+1/2 (5.121)
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Y(k+1) (0) (k+1)
f01+1/2,] = (1 5£l+1/2z+1/2,j> foz+1/2z+1/2,j+1/2

(0) (0)(k+1)
TO¢ 11 /2,041 /250004 1/2,i41/2,-1/2 (5.122)

one finds,

1-609

(0) k+1)
Apipi F p,l+1/2,i+1,j+1/2) fO,l+1/2,i+3/2,j+1/2

PAH1/2,i4+1,+1/2 [(
0) )(k+1)
T0p1t1)2, 1+1,j+1/2f0 1+1/2, z+1/2,j+1/2}

_ (0) (0)(o0) o)
- Dpp,l+1/2,i+1,j+1/2 (f 0,l41/2,i+3/2,5+1/2 fo,l+1/2,z‘+1/2,j+1/2> (5'123)
O (0)
ADES gy (1 ez

(0) (0)(k+1)
0y 111/2,i5+1/270.041/2,i— 1/27g+1/2]

(0)(k+1)
) fo J41/2,i+1/2,j+1/2

_ (0) o) o)
= Dpp,z+1/2 i,j+1/2 (fO,l+1/2,i+1/2,j+1/2 - fO,l+1/2,i71/2,j+1/2> (5.124)

0 (0) Y(k+1)
p2+1/2A§0J+1 E14+1/2,i+1/2,5+1 [(1 55 14+1/2, 1+1/2,J+1) fo A+1/2,i+1/2,5+3/2

(0) )(k+1)
+5§ 1+1/2, z+1/2,j+1f0 1+1/2, z+1/2,j+1/2}

_p

1— €2 ) f(o (o0)
EEI+1/2,i+1/2,5+1 0,j+1 \70,l+1/2,i+1/2,j+3/2

(0)(o0)
—foata)e, z+1/2,g+1/2) (5.125)

(0) (0) (0)(k+1)
pi+1/2A€OvjF&,l+1/2,i+1/2,j [(1 - 5£,l+1/2,i+1/2,j> f 0,141/2,i+1/2,5+1/2

+5(0) (0)(k+1) ]
€141/2,i41/2,570,1+1/2,i+1/2,j—1/2

_ (0) 1 (0)(o0)
= _D§§,Z+1/2,i+1/2,j 50,; <f0l+1/22+1/2,]+1/2 fO,l+1/2,i+1/2,j—1/2> (5.126)

Hence, the ratios are

0)(c0)

fo,l+1/2,z‘+3/2,j+1/2
f 0)(c0)
0,141/2,i+1/2,j+1/2
po© LA Ja s©
_ Pp.l4+1/2,i+1,j+1/2 Dit 1l 11 /2001,541/2% 141 /2,641,5+1/2 (5.127)
N (0) (0) (0) ’
Dpp,l+1/2,i+l,j+1/2 ApZJrlF pl4+1/2,i41,5+1/2 ( 6p,l+1/2 z+1,j+1/2)
f(O)(OO
0,1+1/2,i4+1/2,j+1/2
f(O)(oo
0,041/2,i—1/2,5+1/2
(0) (0) (0)
_ Dpp7l+1/2,i,j+1/2 + ApZFp,l+l/2,i,j+1/26p7l+1/2,i7j+1/2 (5.128)
(0) FO (0) '
Dpp,l+1/2,i,j+1/2 Apl p,l+1/2,4,5+1/2 ( 5p 1+1/2, Z]+1/2>
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FL0)
0 l+1/2 i+1/2,j+3/2

f (00)
0,0+1/2,i+1/2,j+1/2
_D(O) g + Ag ( ) 5(0)
€E141/2,i+1/2,5+1 0.j+1 T Pit1/2880,j+1F, €141/2,i41/2,j+1%€,141/2,i+1/2,j+1

(0) / 0 (0)
_D§£,I+1/2,i+1/2,j+1 1 - §0,j+1 pz+l/2A§0 j+1F, El+1/244+1/2,54+1 (1 - 6§,l+1/2,i+1/2,j+1>
(5.129)
105
0,1+1/2,i+1/2,j+1/2
o)
f0,1+1/2,i+1/2,j71/2
(0) / (0) (0)
_Dgg,l+1/2,i+1/2,j 1= 58,3’ + pi+1/2A§J'F§,l+1/2,i+1/27j5E,l+1/2,i+1/27j
(0) / (0) (0)
_Dgg,l+1/2,i+1/2,j 1 - 53,3’ - pi-‘rl/?A&)vjFg,l+1/2,i+1/2,j <1 - 6£,l+1/2,i+1/2,j)
(5.130)
which may be recast in a compact form
o) (0)(u) (0)
fO,l+1/2,z‘+3/2,j+1/2 _ 1— wp,l—l—1/2,i+1,j+1/26p,l+1/2,i+1,j+1/2 (5.131)
f (o0) 1+ MOIC) (1 _ 5O ) ’
0,l+1/2,i+1/2,j4+1/2 p,l4+1/2,i+1,j+1/2 p,l4+1/2,i+1,j4+1/2
f (o0) 1— (0)(U) (0)
0,14+1/2,i41/2,j+1/2 _ Wy i.5+1/2%p,14+1/2,i,5+1/2 (5.132)
f 0)(c0) 1+ (0)(w) _sO ’
0,l4+1/2,i—1/2,54+1/2 Wy 14+1/2,i,5+1/2 pA+1/25+1/2
(0)(o0) (0)(w) (0)
f z+1/2 i+1/2,j+3/2 L— We 1412, 1+1/2,J+16§ 14+1/2,i+1/2,5+1 (5.133)
FO) e 1w (1-08) ) '
0,1+1/2,i+1/2,j+1/2 E14+1/2,i+1/2,5+1 £14+1/2/i+1/2,5+1
f 0)(c0) 1 — O (0)
01+1/2 i+1/2,j+1/2 E1+1/2,i+1/2,5% 1+1/2,i+1/2,5 (5.134)
f 1+ w O ) ) '
0, l+1/2 i+1/2,j—1/2 El+1/2/i41/2,5 El+1/2,i41/2,5
with
((;) , )
(0)(u) _ pl+1/2,i4+1,j41/2
Wy 141/2,i+1,j41/2 = —APi+1 0 (5.135)
pp,l+1/2,i4+1,5+1/2
O B2
u D, + 77'7‘7+
p,l+1/2 z,]+1/2 Apz (0) (5136)
pp,l+1/2,4,5+1/2
FO
(0)(w) Ao jt1 E141/2,i41/2,5+1 (5.137)

We 141 /2,i4+1/2,j+1 — TPi+1/2 o DO
—&0.j41 Peciti/2,i41/2,5+1
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(0)

(0)(w) _ Aoj  Tel+1/2,i41/2,]
We 1 11)2,i41/2,5 — TPi+1/2 j2 5O (5.138)

V180, Pecirijaireg

Furthermore, since VPS(O) = 0, one deduces naturally that
o i 0)(eo
= tROR =0 (5.139)
VI=& 0ds"™ 00

+ D + F, =0 5.140
P 133 d{O I3 0 ( )

(0)

and since F5 = 0 for collisions, because of the isotropic nature of pitch-angle scattering

01" _ <F éO)) op (5.141)
() 0 ’
1 \Dy
0 f0)
G _y 5.142
% (5.142)

which indicates that when collisions is the single physical process considered, fé is
independent of &y. Therefore, 9/0p — d/dp, and integrating the first equation of (5.141)

leads to the relation
©) F(O)
In f§" = / (0) dp + Cte (5.143)

Values of féo)(oo) on the respective half grid positions (I +1/2,i+ 3/2,5 4+ 1/2) and
(14+1/2,i41/2,j 4 1/2) are then

, (0)
n f(O)(oo) _ Di+3/2 Fp
0,0+1/2,i+3/2,j+1/2 0 D(O)

(
(

0)(c0) /p”m <F1§0) (r41/2,0> €041/
0 (

Yi1/2,05€0,5+1/2

) dp + Cte (5.144)

)

¢z+1/2,pa §o,j+1/2)

1 _ )
nfO,l+1/2,i+l/2,j+1/2 = )

0 ) dp 4+ Cte (5.145)
Dypp 7/)l+1/2,P, fo,j+1/2

and ratios are finally easily determined

(0)(c0) _ 0
folv1/2,643/2.541)2 e [/1%-5—3/2 (FIS ) (1/1z+1/2,1?a§0,j+1/2)) dp] (5.146)
0)(co 0 .
fé l)J£1/2 i+1/2,j41/2 Pit1/2 Dpp) (V111/2,0:€0,54+1/2)
. 0
fo z+1/2 i+1/2,j+1/2 ~exp [/pﬂm (Fé : (¢l+1/2,pv§0,j+1/2)) dp] (5.147)
5 .
fo l+1/2z 1/2,j+1/2 i—1/2 Dpp) (V117205 €0,5+1/2)

o) does not depend of &,

0,04+1/2,i41/2,j43/2 _ 70,14+1/2,i+1/2,j+1/2
f 0) (o) a f 0)(o0)
0,l+1/2,i+1/2,5+1/2 0,l+1/2,i+1/2,5—1/2

while, since fo

=1 (5.148)
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It is then straightforward to evaluate coefficients 5

(0)
pil1/2i41,541/2 € Op 100 iv1/2 DY
the trapezoidal method,

/pz+3/2 F (¢l+1/2 D, fo,y+1/2) dp ~
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(0)
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2 p©
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(0)
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2 (0
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(0)
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2 p©
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(5.149)

and

/pm/z F° (1/1l+1/2 Pr&oj41/2) d
p =
1/2

pp (1/)l+1/2,Pa £0,j+1/2)
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2 0
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(0)
+1 Fp,l+1/2,z,g+1/2 AP1+1/2
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(5.150)
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then gathering terms p; 3/, pi+1 and p;1 /2, one obtains

0
/pi+3/2 7Y (V11 /2,0, €0,541/2) ip =
- ~
Pit1/2 D}(7p) (Vr41/2,0, €0,j+1/2)
(0)
1 b zivtjiie [ Apivije N AVIEE Y
2 p© 2 2
pp,l+1/2,i+1,5+1/2

(0)
n Fp,l+1/2,i+1/2,j+1/2 Apz‘+1/2

DO
pp,l+1/2,i+1/2,5+1/2

(0)
Fp,l+1/2,i+3/2,j+1/2 Apz‘+3/2

DO
pp,l+1/2,i+3/2,5+1/2

(0)
Fp,l+1/2,i+1,j+l/2 Apit1

p©
pp,l+1/2,i+1,5+1/2

(0)
Fp,l+l/2,i+1/2,j+1/2 Apz'+1/2
DO

pp,l+1/2,i+1/2,5+1/2

(0)
E G /2,i48)2,541/2 DPiys)o

DO
pp,l+1/2,i+3/2,5+1/2

+

- (5.151)

or

dp =

/pm/z FZSO) (Yig1/2.0:€0,541/2)
p

0
it1/2 D;()p) (¢z+1/2,pa §O,j+1/2)

0)
A+1/2,i+1,5+1/2
A201'+1 fo) /2t L]/

pp,l+1/2/i4+1,5+1/2

(0)
N B /2,41 /2,541/2 APiv1)2

(0)
Dpp,l+1/27i+1/2,j+1/2
(0)
n Fp,l+1/2,i+3/2,j+1/2 APz‘+3/2
(0)
Dpp,l+1/2,i+3/2,j+1/2
(0)
_Apz‘+1 Fp,l+1/2,i+1,j+1/2
2 poO
pp,I+1/2,i+1,5+1/2

(5.152)
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Since

FO
plH1/2i41,541/2
(0)
pp,l+1/2,i+1,54+1/2

(0)
Apiy3/0 Fp,l+1/2,i+1/2,j+1/2

) , )
APit1/2 + APits/2 D i1 /2,i41/2,j41/2

(0)
Apiy1/2 B r1/2,i13/2,+1/2

. ) ©)
APit1/2 + APiss/2 D ii1)2,i43/2,54+12

(5.153)

one obtains

(0)

pl+1/2,i4+1,j41/2

(0)

pp,l+1/2,i+1,j4+1/2

A F(O)

Pi+3/2 J+1/2,i4+1/2,5+1/2

. (0)
2Apit1 Doy is1/2it1/2,541/2

(0)
A]Dz'+1/2 Fp,l+1/2,i+3/2,j+1/2

2Ap; 0)
Pl D 1/2,i43/2,541)2

(5.154)

and after gathering all terms

/pi+3/2 Jas (V111/2,0:€0.5+1/2) ip —
Pit1/2 D;(;?o) (V112,05 €0,j+1/2)

F(Ol) 1/2,i4+1,5+1/2

pp,l+1/2,i4+1,j+1/2

(0)
Apiysja — Apivis2 Tpiv1/2,iv3/2.41)2
1 5O
pp,l+1/2,i+3/2,j+1/2

(0)
_Apz'+3/2 - Api+1/2 Fp,l+1/2,i+1/2,j+1/2

4 (0)
Dpp,l+1/2,i+1/2,j+1/2

(5.155)

Much as the same way, using index conversion p;;3/2 — Pit1/2, Pi+1 — pi and p; 12 —
Pi—1/2 in the previous relation, one obtains for the second integral,
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0
/p¢+1/2 F,S ) (¢l+1/2,p7 fo,j+1/2) dp ~
P

1)z D;()(z))) (V11/2,0:€0,54+1/2)
(0)

F .
J4+1/2,0,5+1/2
Ap; ?0) /24,5+1/
pp,l+1/2/i,5+1/2
(0)
+Api+1/2 - Api—l/Q Fp,l+1/2,i+1/2,j+l/2
4 (0)

pp,l4+1/2,i+1/2,5+1/2

(0)
_Apz‘+1/2 - A291‘—1/2 Fp,l+1/2,i—1/2,j+1/2

(0)
1 Dpp,l+1/2,i71/2,j+1/2

From the two formulations of the ratios

f(O)(OO)
0,14+1/2,i+3/2,j+1/2

f(O)(OO)
0,0+1/2,i+1/2,j+1/2

one obtains easily

5O _ 1
pl+1/2,i+1,5+1/2 (0)(u)
p,l4+1/2,i+1,j+1/2
1
(0)(u) (0)(nu)
eXP Wy i1 /2i41,4+1/2 T Wpit1/2,i+1,541/2| ~
with
(0)(nuw) o Pit3/2 — APit1/2 7 pl+1/2,i+3/2,j+1/2
pl+1/2,+1,54+1/2 — 4 (0)

pp,l4+1/2,i+3/2,5+1/2

Ja0)

AJDz‘+3/2 - A117z‘+1/2 pl+1/2,i+1/2,5j4+1/2

4 (0)

pp,l+1/2,i+1/2,j+1/2

Much in the same way,

pl+1/2,4,5+1/2 7 (0)(u) (0)(u) (0)(nu)
pl1/2i+1/2 P\ Wy ye T Wit e e1/2| T
with
A A F(O)
(0)(nu) . Pit1/2 — APi—1/2 *pl+1/2,i+1/2,j+1/2
pl+1/2,4,5+41/2 — 4 (0)

ppl+1/2,i+1/2,j+1/2

(0)
+Api+l/2 - A171'71/2 Fp,l+l/2,i71/2,j+1/2

4 (0)

pp,l+1/2,i—1/2,5+1/2
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2(x)

cmcem X
Figure 5.2: Chang and Cooper weightingfunction

. . 0
For a uniform grid, w}&?ﬁ%m 12

and Cooper function is recovered,

= 0, and the well known expression of the Chang

1 1
= — — 5.162
o) =1 (5.162)
with = = wz(,o)(u). In the limit where x < 1, an expansion of the function gives ¢ (z) =

0.5—2/12423/7204 O (2*) with lim,_,0 g (z) = 3, as shwon in Fig.5.2. For a non-uniform
grid, a generalized Chang and Cooper function must be introduced, with two arguments

1 1

9@y =~ a1 (5.163)
where the term y = wz(,o)(n“) is zero for the uniform case, as shown in Ref.[?].
With this definition,
f(O)(OO) e ce
00+1/2,i+3/2,5+1/2 _ 17 T} (5.164)
1) T ‘
0,l41/2,i+1/2,j+1/2
where
_ (0)(u) 1
ne o= 1- Wpi+1/2,i41,5+1/2 |~ (0)(u)
Pol+1/2,i4+1,5+1/2
1
5.165
exp [w(ﬂ)(U) IEAOICD) } 1 ( )
pl+1/2,i+1,5+1/2 Pl+1/2,i+1,5+1/2
_ (0)(u)
T5¢=1+ Wy 141 /2,i41,j41/2 (1—1T35°) (5.166)
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and
e 1 1
I = ow o [0 O , (6167)
W I41/2,i+1,5+1/2 exp[ Wy 141/2,i+1,5+1/2 T Wpit1/2, z+1,]+1/2] -
whilewith
LO@
I = (0)(u) p’lH/Z’HL(Jot(ﬁ) (5.168)
exp |:wp,l+1/2,i+1,j+1/2 + wp,l+1/2,i+1,j+1/2} —1
and
w(oz)(ii)/z 1,j41/2
ce 0)(u A+1/2:04+1,5+
T5 = w;,l)*(Fl)/Q,’i‘Fl,j‘Fl/Q + (0)(u) . (]O)(nu) (5'169)
Xp [wp,l+1/2,i+1,j+1/2 + p,l+1/2,i+1,j+1/2] —1
This expression simplifies and becomes
Fodeaaiesjagsy o) (0)(nuw)
0,14+1/2,i+3/2,j+1/2 0)(u 0)(nu
o) = exp [_ pl+1/2,i+1,54+1/2 wp,l+1/2,i+1,j+1/2} (5'170)

fo,l+1/2,z'+1/2,j+1/2

Furthermore, when plasma relaxation by collisions is the single process considered, the
relation

(4, p,&) ~
Dég) (@Z’,p, 50)

holds?, since féO)(oo) must be Maxwellian fjs, and one finds

(5.171)

(0)(
fo l+(i</>2 i+3/2,j+1/2 APz‘+3/2 - APi+1/2
0)(o) = exp | —Apit1pit1 — 1 (Pivsje = Piv1y2)| (5.172)

fO A4+1/2,i+1/2,5+1/2

Using identities introduced in Sec. 5.2,

. Apita/e
iasagecs o
it is easy to demonstrate that
Dit1 = % (Pitsj2 + Piv1/2) — 3 (Apl;m Api;1/2> (5.174)
and )
Apiy1 = 3 (Apiysss + Apiyi2) = Pivs/2 — Pit1)2 (5.175)

2Tt is important to note that this condition is not fulfilled in the vicinity of p = 0, where electron-ion
predominates over electron-electron interactions, if T, # T;. The lack of equipartition makes the dependence
of FIEO) / D;f,(,),) more complex, either when using a high-velocity limit expression of the e —1¢ collision operator,
or a more physical description based on a Maxwellian background.
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Finally, since
Apiy3/o — Apiyiyo
—Apit1piv1 — s/ 1 sy (Pz‘+3/2 —Pz’+1/2)

1 1
= - (pz'+3/2 - pi+1/2) [2 (Pi+3/2 +Pi+1/2) T (Api+3/2 - A19z'+1/2)

Apiy3/2 — Apit1/2
- / 4 (Pi+3/2 - Pi+1/2)

(Pi+3/2 +Pi+1/2) (pz'+3/2 - pz’+1/2)
= 73 (p?+3/2 - p12+1/2> (5.176)

one obtains the following relation

el P

f((;)(OO/) ) , P2 o= P2 ;
0,141/2,i4+3/2,j+1/2 i+3/2 ~ Pit1/2
0)(0) = exp [—2] (5.177)
fO,l+1/2,i+1/2,j+1/2
which is exactly corresponding to a numerical Maxwellian distribution function. Hence,
numerical errors do not propagate with the weighting here considered.

Finally, for the non-uniform p grid, the final results for interpolation rules are

5O
30 — ( P12 H1/2 ) (5.178)
pol+1/2)ij+1/2
with
5(02 1/2,i+1,j4+1/2 = : - !
Pi+1/2i4+1,5+ (0)(u) (0)(w) (0)(nu)
pl+1/2,i4+1,5+1/2  ©XP |:wp,l+1/2,i+1,j+1/2 + wp,l+1/2,i+1,j+l/2] -1
(5.179)
and
(0) _ 1 _ 1
Op141/24441/2 = —(0)() RO O - (5.180)
pl+1/2,0,5+1/2 P Wy it1/2,i5+1/2 T Wpit+1/2,i,5+1/2
and where
wO®W
w5 | R LI (5.181)
Wy 141/2,i,54+1/2
with
(0)
(0)(w) _ , PlA1/2,i+1,5+1/2
Wy is1)2,i11,4+1/2 = ~APit ©) (5.182)
PpoA+1/2)i+1,5+1/2
and
(0)
w®® AP 2112 (5.183)

pl+1/2,0+1/2 (0)

pp,l+1/2,i,j+1/2
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Much in the same way,

0 w(oz)(qu;' 1,j+1/2
w}(} )(nu) _ ( 1(06)?”4),% J+1/ ) (5.184)
pyij+1/2
where
(0) (0)
(0)(nw) _ Apitzn — Apiyiye B i1/2,i48/2,j+1/2 B Foi1/2,i41)2,j+1/2
Wy 141/2,i4+1,5+1/2 — 4 DO DO
ppl+1/2,i43/2,5+1/2 ppl+1/2,i4+1/2,j4+1/2
(5.185)
and
(0) (0)
O Apivip = Apicije | Furipivipgre Fpryzicyageye (5.186)

ppl+1/2,i4+1/2,5+1/2 Dppl+1/2,z;1/2,j+1/2

It is important to note that since only collisions are considered for evaluating inter-

RO

polating coefficients d, ', momentum and pitch-angle dynamics are naturally decoupled.

Consequently, the ratios F,§°) / Dz()(z)i) are only functions of p, and it is the reason why they
haves similar values at different pitch-angle grid points &.

By definition, 51(,0) must be lower than unity, a condition that is naturaly satisfied for
the uniform momentum grid, as shown in Fig.5.2. However, special care must be taken for
the non-uniform case, since there is no exact cancellation between 1/z and 1/ (e*™¥ — 1).
In the limit y < x < 1, it can be easily shown that

Y

T,Y) 2 ————— 5.187
o(e) = s (5.157)
and the condition g (z,y) < 1 is equivalent to the relation
_vE (5.188)
1+y/x

For a uniform grid, this condition is always fulfilled, since it corresponds to y = 0.
For the non-uniform case, it is clear that the range of validity of the extended Chang and
Cooper function is much more restricted, since y/x is finite. Consequently, if z ~ pAp
is small, y which is proportional to the variation of the grid step as function of p must
be significantly smaller which means that the momentum grid is nearly uniform in this
region of the phase space. For larger values of z, the condition is easier to satisfy, which
indicates that the non-uniformity must be a growing function of the momentum value p,
and nearly flat close to p = 0.

There are however additional limitations on the choice of the momentum for large p
values. Indeed, in this domain, other mechanismes are at play, and the usual technique
is to extrapolate calculations carried out for collisions to other accelaration mechanismes
(Ohmic electric field, RF waves,...), using the generalized weighting factor based on the
simple rule,

0 0)(m
£ -
Dpp ef fective Zm Dpp
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where ) is the sum over all the physical processes m that take place in the plasma.
Since the same syntax may be kept, one obtains simply

£ I4+1/2,i+1,j+1/2
(0)(w) _ )
Wy 141/2,i+1,5+1/2 = —Apit1 0 (5.190)
PP lef fective
and 14+1/2,i,j+1/2
(0) 1]
(0)(u) o Fp
pl+1/2,i,5+1/2 —Api —0 (5.191)
Dpp ef fective

for the uniform contribution, while for the non-uniform one

141/2,i+3/2,j+1/2 14+1/2,i4+1/2,5+1/2
(0)(nu) _ Apirze — Apiyiye F;SO) Fzgo)
Wy l41/2,i41,5+1/2 — 4 DO - po
PP lef fective PP lef fective
(5.192)
and
14+1/2,i+1/2,5+1/2 141/2,i—1/2,j+1/2
(0)(nu) _ Apivia — Apio1y2 F;go) Féo)
pl4+1/2,0,5+1/2 = 4 pO) - PO
PP lef fective PP lef fective

(5.193)
In that case, the interpolating weights exhibit a dependence with &y. This has however a

weak importance for the accuracy of the calculations, since in the domain where fluxes are
(0)

. . F,
strongly modified since usually i(,?,)

— 0 in presence of RF quasilinear diffusion.

ef fective

The Maxwellian distribution function is consequently no more the solution of the Fokker-

Planck equation.

The reason why an effective expression of F;,EO) / DS,),) is used for evaluating 51(,0) where

collisions are not the single process is based on the fact that the Chang and Cooper function
(0)

tends towards 5](;0) ~  for a uniform mesh when % increases. In that case, it
PP lef fective

corresponds exactly to the standard linear interpolation, i.e. the well known arithmetic

mean. The interpolation procedure is therefore consistent with the grid, an important
characteristic for reducing the rate of convergence.

Unfortunately, such a property is not valid for a non-uniform grid, and the interpolation
may be wrong , leading to possible an anomalous behaviour of the code. Consequently,
even at larger values of p, only a uniform mesh may provide a consistent solution with the
numerical grid in presence of external sources of acceleration. From this analysis, it turns
out that the only purpose for using a non-uniform momentum mesh is to establish a link
between the fine mesh in the vicinity of p = 0, and a coarse grid in the region where other
physical mechanismes are at play. Consequently, the momentum mesh is build from the

relation
(Apnp—l + APO)
2

App,—1— A
Api:( p”12 Po) tanh (i — iyef) +

(5.194)

with the recurrence relation
Pi+1 = Ap; +p; (5.195)
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where po = 0, Apn,—1 = Pmax/ (np — 1) and App is an arbitrary value. Here i,y is the
index value corresponding to the transition between the fine and the coarse grids. When
Apo = Apy,—1, the case of an uniform mesh is well recovered, whatever i,..y. Here Apg
and ¢,y must be chosen so that the non-uniform part of the momentum grid is far enough

from p = 0 in order the relation 51(,0) > 1 is satisfied, but also far from the region where
external forces play a role’.

Finally, wéo)(nu) require evaluations of the quantities at the respective grid points
(l+1/2,i—1/2,j+1/2) and (I +1/2,i+3/2,5+1/2). The usual method to deal with

this problem is shifting indexes, according to the relation
(14+1/2,i4+1/2,5+1/2) € {[1:ny],[1:np],[1:nel} (5.196)

and

{ (+1/2,i=1/2,j+1/2) € {[1: ny], [X,1:np — 1], [1: ne]} (5.197)

(L+1/2,i+3/2,5+1/2) € {[L:ny],[2:np, X], [1 : ne]}

Hence, all quantities have the same size (ny,n,,n¢), which is crucial for the 3 — D
matrix representation. Furthermore, boundary conditions are naturally satisfied with this
technique, since arbitrary values may be attributed to the variable X at these grid points.

Pitch-angle grid interpolation For the pitch-angle terms, calculation is very simple,
(0) _ .0 _
14124172541 = Welr1/2,i+1/25

may be defined in an arbitrary manner. It is

and from previous relations, one deduces directly that w

r (0) _ (0)
0 since Fg = 0. Therefore, 5§,l+1:2,7j+1/2,j+1

important to note that this choice is different from the one described in Ref. [?], where
the pitch-angle weighting factors are defined in the same way as for the momentum p.
However, it turns out that in presence of RF waves, this leads sometimes to spurious

numerical evolutions, while the simple approach here described avoid them.
o0)

The most natural way is therefore to perform a linear interpolation, between féol)il 12,i41/2,j43)2

(0)(c0) (0)(s0) o)
and f07l+1/2,i+1/27]’+3/23 and also between f07l+112,i+1/2,j+1/2 and f07l+1/27i+1/2,j—1/2 accord-
ing to the relations

FO() _ A&y j+1/2 (0)(c0)
0,041/2,i+1/2,j+1 A&y j1/2 + Ao jy3/2 0,0+1/2,i+1/2,j+3/2
Bloj+3/2 (0)(c)
i (Afo j+1/2 + A& j+3/2> fO,l+1/2,i+1/27j+1/2 (5.198)
FO) _ Aoj-1/2 (0)(00)
0.01+1/2i41/25  —  \ A, i—1/2 + A& 12 0,+1/2,i41/2,j41/2
Bloj1/2 (0)(c0)
i <A§0 j—1/2 + A j+1/2> fO,l+1/2,i+1/2,j_1/2 (5.199)

3In the expression for calculating Ap;, i — ir.; may be replaced by (i — ires) /Ai, where Ai is a free
parameter for controlling the sharpness of the transition between the two domains in momentum space.
However, Ai = 1 provides the adequate number of point, of the order of 5, in order to avoid both a large
jump, or a too smooth transition that may lead to violation of the condition that § < 1 for small ¢ values.
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Taking into account of the non-uniform grid steps

A&y
(0) _ 0,5+3/2 5
(55,l+1/2,i+1/2,j+1 Ao i1/ + Do r3)2 (5.200)
A& 5
(0) _ 0,j+1/2
5§,l+1/2,i+1/2,j = A&y 1/2 + Do 1o (5.201)

(0) _ 5O

E1+1/2,i41/2,j+1 €it1/2,i41/2,) = 1/2 are exactly

and for a uniform grid, the relation
recovered.

Finally, for the non-uniform pitch-angle grid &, the interpolation rules are

o | 8 hpinin = sa ik
0 &l+1/2,041/2,5+1 0,j+1/2 880 j+3/2
501 o7 F B0 (5.202)

E141/2,i41/2,5 Ay j_1/2HA8 j11/2

Furthermore, 5 require evaluations of the quantities at the respective grid points
(l+1/2,i+1/2,7—1/2) and (I+1/2,j+1/2,5+3/2). As for the momentum grid in-
terpolation, indexes are shifted,

{ (I4+1/2,i+1/2,5—1/2) € {[1:ny],[1:np],[X,1:ne = 1]} (5.203)
(1+1/2,i+1/2,5+3/2) € {[1 : ny],[1:ny],[2:ne, X} ‘

Spatial grid interpolation The determination of 51(;)) is based on the same method

used for 5é0), since no specific condition is required for interpolating f(go) on the flux grid.

A linear interpolation is considered between féol)ig% 41725412 and féol)ﬁjé i41/2,j4+1/2 and
(0)(c0) (0)(o0)
also between fo 'y 5510510 A0 fo 21 550172 j41/20
PO _ < Ay ) O)0)
0,0+1,i+1/2,j+1/2 AUr1j2 + Alpisys ) T00H3/2001/2541/2
Atz (0)(c0)
. . .204
" <A¢l+1/2 + A¢z+3/2> Forrp2im1 /254172 (5.204)
FO) _ ( A1/ ) 0)()
0,1,i+1/2,j+1/2 A¢171/2 +A¢l+1/2 0,1+1/2,i+1/2,j+1/2
At (0)(c0)
A A 2
" <A¢z—1/2 + A¢l+1/2> f0’1—1/2az+1/271+1/2 (5.205)
taking into account of the non-uniform nature of the grid
Ay
o) 14+3/2
= 5.206
VLT Ao + Aty ( )
Ay
0 14+1/2
o) / (5.207)

- Ay_1/9 + A2
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For a uniform grid the relation 5( 3 1= 51(/33

Furthermore, 50 require evaluations of the quantities at the respective grid points
(1—1/2,i+1/2,7+1/2) and (I+3/2,j+1/2,5+1/2). As for the momentum grid in-
terpolation, indexes are shifted according to the rule

{ (1—-1/2,i+1/2,j+1/2) e {[X,1:ny —1],[1:np),[1:ne}
(14+3/2,i+1/2,5+1/2) € {[2:ny, X],[1:np],[1:n¢]}

= 1/2 is well recovered.

(5.208)

5.4.4 Discrete description of physical processes
5.4.5 Collisions
According to the bounce averaged expression,

( C(0) _ 4 '
pp,l+1/2,i+1,j+1/2 — “H41/2,i+1
¢(0)

pp,l+1/2,z,a+1/2 = Aiy1/2,
() —0

=0
=0
=0

pf(l«)kl/Z g+1,5+1/2 =
£p(l;-1/2 A+1/2,5+1 7

D

D¢

_ D¢
—C(0 i
(0) ng(éJ)r1/2 i+1/2,5+1/2 — (5.209)

gp 141/2,i+1/2,j+1/2 —
D<) =0

Dgp 141/2,i41/2,5 =0

c(0) l+1/2,j+1 14+1/2,j+1
Deerv12iv1/2,541 = (/\2 - AL/t )Bt,l+1/2,i+1/2

c(0) L2
 Deeibijoivije = <)‘ ]/)‘ +1/2]) Biiv1/2,i11/2

pEI+1/2,0,5+1/2
C(0)

and o)
ot zivtjie = —Fie1y2im
FC(O) = _F .
F,  —{ wlayzaac/z T (5.210)
Fé,l(+1/2,z‘+1/2,j+1 =0
0

C
Ferv1/2i41/25 =0

where each coefficient is the sum of the electron-electron and electron-ion interactions.

Electron-electron collision operator

Belaiev-Budker relativistic collision model Here, coefficients corresponding to the
Belaiev-Budker collision operator that ranges from non-relativistic to fully relativistic
regimes may be expressed as, according to the notation used in Ref.[?],

(Frit1/2001/2 + Fogi1/2i01/2) =
At 1212 = : Vir1/2 : Tert1/2 (5.211)
1
erf1/2,i+1/2 =Frit12012 + Fouv/2i41)2 (5.212)
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with A A
s 7
Flivizivie = 5 Fugzive T 5 Flois )2 (5.213)
Vit1/2 Pit1/2

4 Yit1/2€,i+1/2
Fyry1/ait12 = (1 _ fiAl/25i41/2

) Fo141/2,i41/2 (5.214)
Vi+1/2

Zi+1/2

Expressions of coefficients F117l+1/27i+1/2, F12J+1/27,~+1/2 and F21,l+1/2,i+1/2 are

i+1/2
Fiiiv12i172 = /0 PV far (Yigaye,0") dp' (5.215)
i+1/2 / ,)/CI /
Fiaiv1/2,i41)2 2/0 p'v’ <1 - > Sar (Vrgay2. ') dp (5.216)
F21,l+1/2,i+1/2_/ 1/22?']"1\/1 (Yr41/2,0") dpf (5.217)
i+

Coefficients A and F°¢ must be also calculated on the flux grids and therefore, ac-
cording to the previous definition,

(Fiiv12i + Fagg1/2:) =
lr1/2i = 2 v 2 Teyt1/2 (5.218)
and
Flefl/z,i =Friv12: T Fouq1/2. (5.219)
where A A
7 T
Frivi2 = 5 P20 + 5 F12041)2, (5.220)
Y D;
47 Y G
Fyit120 = — <1 - l) Fo1412, (5.221)
V; Z5
and .
1
Fiigi1/2, = / PV i (Yigag2,0') dpf (5.222)
0
’ ;g 'Y/C/ / ,
Froi41/24 :/0 p'v (1 - >fM (Yrg1/2:0") dp (5.223)
oo
Foviv1/20 = / P far (Vrgry2, ') dp' (5.224)
1

for the grid points ¢, while for the grid points ¢ 4+ 1, one has just to replace ¢ by ¢ + 1 in
the set of above expressions.
Furthermore, the expression of coefficient Bf® is

Byl 1 2i41/2 = Buir1/2i+1/2 + Biagv1/2:41/2 (5.225)
with
- [n]
n
By iiyzie12 =47 ) By it12,i41/2 (5.226)
n=1
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and

where

B

[n]
Bigi41/2,i41/2 = 4w Z By 141/2,i41)2

(1]
By JH1/2,i41/2 =

t,04+1/2,+1/2

e

tl

Bl

50l

t1,0+1/2,i4+1/2 —

and

50

t2

B

Bl

Here,

with

£2,041/2,i+1/2 —

A4+1/2,i4+1/2 =

t1,041/2,i4+1/2 —

1

Bl
B

£2,04+1/2,i+1/2 —

J41/2i41/2 =

£2,041/2i4+1/2 = 452

6”i+1/2p12+1/2 0

2 2
8% 41/2%i41)2

87i+1/2zi2+1/2

n=1

1 /2 /2 / d/
2%_“/2/0 P fm (?/)z+1/2,P) p

1 /2 /4 / /
/ P far (Vg y2,0") dp

1 ’L+1/2 Jl
/ PPt (Vi) d

1

2
4z Fit1/2

7,+1/2 J/
/ P fM (Vi1/2,0") dp’

i+1/2 p/2 , C/ , ,
T — v =3 ) v (biay2,p’) dp
47§+1/2/O v ( Z’) Weeryz:?)

1 0o p/2 )
t2,41/2,i41/2 = — far (Yig1y2,0") dp

i+1/2 v

/2

2 o0
Yiv1/2 p /
d
6 /+1/2 N2y fM (1l}z+1/2, ) p

J1it1/2 > p?1
- /+1/2 v’ ’Y'QfM (Yro1y2: ) dpf

Yit1/2d2iv12 [ PP 1
LR [ ()

1

Zi1/2

4%+1/2p?+1/2

+1/2 vy

Git1/2 o
(%’H/z 2y > / pl2U/fM (¢l+1/2,p/) dp’
i+1/2

Zi+1/2

3
Jriv172 = =3Vir12 + Gir1/2 <Zz+1/2 + 22i+1/2>

Joiv1/2

= Yi+1/2

Git1/2 27 .2
= 3Vi+1/2%;
Zipig 30T /2512

2
Zig1/2 = @Thpiﬂ/z

Yit12 =4/ 1 +Z+1/2
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and
Civ12 = sinh ™ 2119 (5.242)

Coefficients A, B; and F for the Beliaev-Budker relativistic collision operator need to
calculate accurately integrals of type

o VR Xdp! (5.243)

(]pi+1 Xdp/

which require a special attention in the vicinity of p = 0, and also of type,
/ * Xdp
Lo Xdp (5.244)

Di+1/2

1

The goal is to ensure an acceptable numerical accuracy which preserves the conservative
nature of the equations to be solved by numerical method, without any use of ad-hoc
boundary conditions to compensate spurious particle leak arisinf from an improper flux
balance at each grid point. For this purpose, a new momentum grid called “super-grid”
is introduced, correponding to a refined mesh. Since no specific condition is required as
compared to the links between distribution and flux grids, the momentum super-grid is
simply defined as a sum of two different meshes for integrals of type féj 2 X dy!

{ Py € [%,pm[,i’ = {0,n; — 1} (5.245)
Py € [P1j2sDig1y2) s — {0,n5 — 1}
one for very fine calculations below p; /5, and a second, less refined up to p;yi/o. For

integrals of type [}" Xdp’ and [J"*' Xdp/, the corresponding super-grids are defined in the
same way,

P € [p,ﬁg,pl] i = {0,n) — 1} (5.246)
pf/ S [p1,pi] 7i, — {0,71; - 1}

and

{ pf/ S [p:h/sf:pl] 7i/ - {O,TL;) B 1} (5247)

P € [p1,pisa], i — {0,n5 — 1}
It is important to note that p; correponds to the second point of the grid p; while it is
the first one for the grid p;+1, so that numerical integration starts at the same momentum
. . o] / oo / o0 /
value. Much in the same way, integrals of type fpi Xdp' fpz‘+1/2 Xdp' and fpi+1 Xdp' are
simply defined on the following super-grids

pf/ € [piapmax - Apn;ﬁ 7i/ - {O’HZ o 1}
Py € [pi+1/27pmax - W} = 0, 1) (5.248)
D5 € [Pit1s Pmax] 7 — {07”150 —1}

All integrals are performed by the trapezoidal method, even if any more accurate
technique like the Simpson method may be used in that case. A crucial point is that
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integrals exactly end or start at points p;, pj1i/2 or pi+1 so that no overlap between
p”l/ > Xdp' and f X dp’ can take place. This is especially important to avoid spurious
numerlcal particle leak that could break the conservative nature of the equations to be
solved.
Concerning the first order Legendre correction that ensures momentum conservation,
one must calculate

3110 (0)(m=1)
{C(far P} = =5 5260 (far, £7 ) (5.249)
on the distribution function grid, where
(0)(m=1) i
fo (60, ) = fofo (p, 0, %) déo (5.250)
as shown in Sec. 4.1.6.
Therefore, by definition,
~l+1/2,+1/2
3A11,0 m=1)\ %)
(€, )}l+1/2 P1/2g41/2 = T S agra a2t (fM”fO )l+1/2,z’+1/2,j+1/2
(5.251)
where for the Belaiev-Budker relativistic collision operator,
(0)(m=1)) ¥
zT
<f0M” To )l+1/27i+1/2,j+1/2
_ n ( ow
%‘+1/2 0,1=1,1+1/2,i+1/2,j+1/2
=1) (k)
7 )
+phLl/Q 1(fM fo )l+1/27i+1/27j+1/2
(0)(m=1)\ ¥)
; I 5.252
+piy1/2L2 (fM,»fo )l+1/2,z’+1/2,j+1/2 ( )
with
T (f f(())(mzl)) (k) = iI["}(k) (5 253)
L\/M.»Jo Lr1/2i1/2 /2 AT B2 25412 '
and
T (f f(())(mzl)) (k) — iz[n}(k) (5 254)
2\ Jm,» Jo 12,0012 412 — 2,04+1/2,i+1/2,j+1/2 :
The set of coefficients I{n] is
3
1 —~ Pir+1/2 ,(0)(m=1)(k)
VAR _ /2 (Om=1)k) A, 5.255
LI4+1/2,i+1/2,j4+1/2 — 3Te,l+1/2 = Yty 0,14+1/2,#41/2 +1/2 ( )
71218 itz N~ 3 Om=DE) A 5 956
LI4+1/2,i+1/2,j+1/2 — Pir1/2J0, J+1/244+1/29Pi+1/2 (5.256)

3Te,l+1/2 o
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[3](k) Yi+1/2 : 1+1/2 (0)(m=1)(k)
Tt = 5T 14+1/2 11— 1'+1/2 0.41/2,0+1/28Pir+1/2 (5.257)

4] (k) ~ Dirt1/2 Gir41/2'\ o(0)(m=1)(k)
7, A+1/2,i+1/2,j4+1/2 — Z% Yes1/2 <%~/+1/2 - Zz"+1/2> fo A41/2,0 +1/2Ap1 +1/2 (5.258)

i .3
[5](k) Yit1/2 Piry1y2 2004172 ,0)m=1)(k)
Il 1+1/2, z+1/2,j+1/2 Te,l+1/2 =~ ’Yi’+1/2 Z?/+1/ fO J1/2,4 +1/2Ap1 +1/2 (5259)

2 al i 3
e _ gy = 5Terre S P someti 5
1,141/2,i41/2,j+1/2 6721 s Y1) 0,l4+1/2,i'+1/252Pi'+1/2
e,l+ =
3 3Yir+1/2Gi +1/2
x <1 - (5.260)
i'+1/2 i'+1/2
17 (k) 7 12 L Pisaye T3z 0)m=1)k)
7 it i+ A+ 0)(m=1
1 07l+1/2,i’+1/2Api/+1/2 (5.261)

LI4+1/2,i41/2,j+1/2 = , ,
2ﬁ el+1/2 V= ’71’—1—1/2 Zz’+1/2

i3
[8](k) Yit1/2 Pyi1s2 1172 ,0)(m=1)(k)
Il J41/2,i+1/2,j4+1/2 — 2Te L2 Yiri1/2 Z§+1/ f() A+1/2,i +1/2Api’+1/2 (5262)
2 i
[9](k) Pit1/2 Piv1/2 (Yi+1/26i+1/2 (0)(m=1) (k)
A JH1/2)i41/2,541/2 = Te 12 = Y2 < Z941/2 fo A+1/24 +1/2Apz +1/2
5.263
2 o (526
[10] (k) Yit1/2 Piry1/2 Ja,ir+1/2 ,(0)(m=1)(k)

L J41/2,i+1/2,j4+1/2 —

141/20Pi (5.264)
T° 0,1+1/2,i'+1/22Pi'+1/2
1252,%T671+1/2 o Vi+1/2 Fi41/2 +1/2,i'+1/

and the coeflicients IQ[TL] are
np—1

£ 1
2172, Z+1/27]+1/2 3Te +1/2 Yi'+1/2
’ =1

L )m=1)(k
fé,l)451/2,i25r1)/zApi/+1/2 (5.265)

27
2(k) Yi+1/2 Pita/2 (0)(m=1)(k)
By = <_3Te 1+1/2 5T z+1/2> ,2_: ForvrjaiijgBpitije (5.266)

7B <7‘ . Q+1/2> 1
2041/2,41/2,44+1/2 =\ THL/ Zit1/2) Pipaje 5= V12

np—1

1 0)(m=1)(k
f(g,l)—&gl/2,z'2-(|-1)/2Apz‘/+1/2 (5.267)

[4](k) 21+1/2 (0) m=1)(k)
IZ J+1/2,i4+1/2,5+1/2 — Z 0,1+1/2, +1/2Api/+1/2 (5268)
+1/2 el+1/2 ;—;
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I[5l](k)/ = (1 n 23 _ 3%’+13/2C¢+1/2> 21
2,04+1/2,i+1/2,j+1 —
R Fit1/2 Fit1/2 6T 1412
Vi +1/2pz +1/2 5Te A+1/2 (0)(m=1)(k)
X f . Ap/ 1/2
ZZ_:% ( Yit1/2 0,l+1/2,i'+1/22Pi'+1/
(5.269)
I[Gl](k) _ ( J3,z‘+1/22 N J1 i+l/2
2,04+1/2,i+1/2,j+1/2 =
TR R 2Zi+1/25Z§Te,z+1/2 227 ziv1ya et/
1
Jaiv1/2 > an: f Apyi)
2 01+12 +12 i'+1/2
12zi+1/262}%T6,l+1/2 i'=i / Z /
(5.270)
PaulQ) _ 1 (%H/QQH/Q B 1>
2041/2,i41/2.5+1/2 p?+1/2Te,l+l/2 Zi+1/2
np—1 p2
i'4+1/2 £(0)(m=1)(k)
X Yo1/2 01+1/2,i/+1/223Pir+1/2 (5.271)
i'=i
where 5 R 5 0
Yi+1/26i+1/2 3
Jaiv1ss = — 1je — =2 5.272
3,i4+1/2 B + w1 + Zit1/2 5 2i+1/2 ( )
15 15
Jaiv1/2 = Vir1/28i+1/2 | =3 +6 | — + 112412 (5.273)
Zit1/2 Fit1/2
and
n§0 1
(0)(I=1)( (0)(k)
fo J+1/2, z+1/2,j+1/2 Z 50,] +1/2fO,l+1/2,i+1/2,j’+1/2A§01j’+1/2 (5.274)
For this case, integrals are snnply calculated according to the rule
pZH/Q Xdp — Z =0 Xir1/2Api11/2
f N Z A (5.275)
Pit1/2 p 7,+1/2 Piry1/2
so that fég){{l 2i41/2,j41/2 must not be interpolated between 0 and p; /o for refined cal-
culations as done for coefficients A°¢, By® and F'*°. Even if by this technige, the numerical

accuracy is poor in the vicinity of p = 0, consequences are fairly negligible for the momen-
tum conservation and the current level, since first-order Legendre corrections are weighted

by p.

Relativistic Maxwellian background The relativistic Maxwellian background corre-
sponds to that case where the first order Legendre correction for momentum conservation
is neglected. Matrix coeflients A, Bf¢ and F°® determined in the previous section are
used.
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Non-relativistic Maxwellian background For this case, matrix coefficients are

Ne,l+1/2
zei1/2,i+1/2 ~ o - 2 / [erf (Uz+1/2,i+1/2) - Uz+1/2,i+1/267"f/ (uz+1/2,i+1/2)]
Vit1/2%1 11 /9i41/2
(5.276)
Me11/2
Fle—il/2,i+1/2 = ;2+1/2 [eTf (ul+1/2,i+1/2) - Ul+1/2,z‘+1/26’7“f/ (Ul+1/2,i+1/2)] (5.277)
K]
and
ce ﬁe,l+1/2 |:( 2 )
. = 2 , -1 .
t1+1/2,i41/2 4”i+1/2“12+1/2,¢+1/2 Uit1/2,i+1/2 erf (Uz+1/2,z+1/2)
g /2,41 26 (Wg1/2,i1/2)] (5.278)
where "
i+
Ui41/2,i4+1/2 = m (5.279)

For values of the matrix coefficients A%, Bf¢ and F°° on the momentum flux grids,
one just has to replace i +1/2 by i or i + 1.

High velocity limit Though the high velocity limit corresponds to a restricted range
of application regarding the full collision operator, it can contribute to useful comparisons
with some theoretical calculations. Therefore, this possibility has been implemented in
the code. In that case, expressions of the coefficients are greatly simplified,

lej—l/2,i+1/2 = mﬁe,l+l/2fe,l+1/2 (5.280)
1+
and ,
F jai1)2 = ,Ugiﬁe,l—&—l/Z (5.281)
i+1/2
while . .
412012 = mﬁe,mﬂ - mﬁe,l+l/2T6,l+l/2 (5.282)

Since no integrals appear in the coeflicients, the expressions at momentum flux grid
points ¢ and 7 + 1 can be obtained in a straightforward manner, by just replacing i + 1/2
by the corresponding index values. In that limit, the first-order Legendre correction is
neglected. In the calculations, both electron-electron and electron-ion collision model in
the high velocity limit are used for a consistent description of the collisions.

Non-relativistic Lorentz model This very simple case corresponds to

A1 20412 = F1 2412 = Blisayzit1y2 =0 (5.283)
and also on the momentum flux grid points ¢ and ¢+ 1. Obviously, the first-order Legendre
correction is also neglected in that case.
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Electron-ion collision operator

Non-relativistic Maxwellian background In that case matrix coefficients are

1 1 »
. Z 2 [erf (“l+1 2,i+1 2)
2iv12 T W a2 [y

el
Al+1/2,z‘+1/2

—Up1/2,i+1/26Tf (ul+1/2,i+1/2>} Z3Msr 141/2 (5.284)

ei 1 ss’
Eiite = w2 Z Z [erf (ul+l/2,i+l/2)

z+1/2 s s/
2 nss’,l+1/2
—ufy i per S’ (ul+1/2z+l/2)}Z S (5.285)
and
Fhomon = 5 DE g (s )0t ()
tl+1/2,i41/2 = 1050172 lsj—,12/2 1o 141/2,i+1/2 — 14+1/2,i+1/2
S s/ (2
ity per S (ul+1/2,i+1/2)} Z3 o Msst 1412 (5.286)
h
where Vi+1/2 _ Vit1/2

ss’
Uit1/2,i41/2 = ool = = —
thss' i+1/2 27/ Tsst 14172/ Ms

In the case 758/714’,1/2 = 0, to avoid a singularity,

Aleil/z,z'+1/2 = B§§+1/2,i+1/2 =0 (5.287)

while

Nss! l+1/2
F+1/2 i+1/2 = ZZ (5.288)

since erf (+00) =1 and erf’ (+o0) = 0.
Finally, for values of the matrix coefficients A%, F* and Bf" on the momentum flux
grids, one just has to replace i + 1/2 by i or i + 1.

High-velocity limit In this limit, matrix coefficients are

. /7l+1/2T /7l+1/2
Azeil/z,i+1/2 = s Z Z Zss’ Has msss (5.289)
1+ s
l+1/2
Fl+1/2 i1/2 = Z Z fad (5.290)
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The double sum )" >, takes into account of all ions species s in ionization state s’. Here,
Mgy 14+1/2 1S the normalized ion density at ¢;,1/2, as introduced in Sec. 6.3.1, and M is
the ion rest mass normalized to the electron rest mass m..

Coefficients A% and F® must be also calculated on the flux grids and therefore, ac-
cording to the previous definition,

Nss/ l+1/2Tss’ I+1/2
T1je = 3 ZZ (5.201)

Mg

and

Fiijo; = 2 ZZ fad ”1/2 (5.292)

for the grid points ¢, while for the grid points ¢ + 1, one has just to replace 7 by i + 1 in
the set of above expressions.
Furthermore, the expression of coefficient B’ is

1 Tss’,l 1/2
ZZZ /nss’ l+1/2 ( er / (5293)

z+1/2

et
By li1/2,i41)2 =

2“ i+1/2
Non-relativistic Lorentz model In that limit

Al€i1/2,1'+1/2 = Flcil/Z,iJrl/Z =0 (5.294)

while

Bf,il+1/2,1'+1/2 =1/2 (5.295)

A straightforward extrapolation may be done for the momentum flux grid ¢ by i + 1.

5.4.6 Ohmic electric field

According to the bounce averaged expression,

E(0)

Dpp,l+1/2 i+1+1/2 7 =0
£(0) — 0
pp,l+1/2,i,j+1/2 B
DEWO) _
p§ I+1/2i+1,j+1/2
DEWO) _

Ep,l+1/2 i+1/2,5+1
Do =0
D N pﬁ(é—)ﬁ-l/Q A+1/2,54+1/2 (5296)
Dgp,l+1/2 i+1/2,54+1/2 — =0
pE©® =0

pf(l—)i—l/? g,d+1/2 T
Dfp,l+1/2 z+1/2]
D; E©) =0
D

5 14+1/2,i+1/2,5+1
£(0) -0

EEI+1/2/i4+1/2,5
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and
E(0) _ (/20412 )y 1p1/2.541/2 T
Fp7l+1/2 it1,+1/2 — A1-12 AT ) €o,j+1/2E)0,1+1/2
E(0) l+1/2,y+1/2 14+1/2,j+1/2 ¥
FP0) Pib1/2,0j41/2 = ( L1g AR ) Soj+1/2E 004172

- - (5.297)
p E(0) l+1/2vj+1 14+1/2,j+1
Feth1/2i41/2,541 = <>‘ AL ) V1= & 1B 001/2

E(0) _ l+1/2,g 141/2, —
L Fa,l+1/2,z'+1/2,j - < 5 /AT J) \ 1- fg,jEIIOJHﬂ

where EHO,HI /2 is the parallel component of the Ohmic electric field along the magnetic
field line direction normalized to the Dreicer field taken at the poloidal position where the
magnetic field B is minimum, as explained in Sec.4.2.

It is important to recall that the Ohmic electric field operator has a cylindrical sym-
metry, while the description of the electron dynamics in momentum space is based on the
spherical symmetry of the collision operator. As a consequence, there is a fundamental
contradiction for the internal boundary at p = 0 where pQSp = 0. Indeed, for large values

of EHO’ the maximum of the distribution function féo) is no more at p = 0, but may be
significantly shifted along the axis p; = 0. Since in that extrem case p*S, # 0 at p = 0
while it is naturally enforced to be null by construction with the grid definition, the distri-
bution function has a wrong shape close to p = 0 and the conservative scheme is no more
preserved. It is also important to note that the external boundary 0 féo) J/0& =0at & =0
is also no more consistent with initial bounce averaged assumptions, which represents also
an important failure of the use of the code.

Consequently, in order to avoid a misuse of the code, the range of validity of EHO is
restricted so that condition
E(O)

0(0)
Fy

<1 (5.298)

is fullfiled at p/py, = 1. Using the high-velicity limit of the collision operator, this corre-

sponds roughly to B
—_— E||O <1 (5299)

Ne

since T, =~ 1 in normalized units, as defined in Sec.6.3.1. Consequently, flux surface aver-

aged value of the Ohmic electric field <E> should be restricted to 0.05, in Dreicer units.

A warning is indicated when this value is exceeded.
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5.4. Zero order term: the Fokker-Planck equation 5. Numerical calculations

Radio-frequency waves

. . . =RF(0)
From the expressions given in Sec. 4.3.7, the components of the tensor D, are
RF(0) . Z ( { )fRF(O)
pp,l+1/2,i+1,j4+1/2 — Zun=—oc0 Zb 0,j+1/2/ b l4+1/2,i+1,j+1/2
RF _
opidt1/2,0541/2 = 2om——oo 261 = &5 511/2) Dymi1/2,.541/2
2
RF(O) o Z 1/1*507j+1/2 _ 52 _ ”QO,Z+1/2,i+1 *RF(O)
P&,I+1/2,i41,j+1/2 = f<n=—00 £sb €0,j+1/2 0,j+1/2 wb b, l+1/2,i+1,5+1/2
2
RF(0) _ S, - V180,41 1-¢ n8141/2,i41/2 ERF(O)
Ep,l+1/2,i+1/2,j+1 — Len=—00 £b €0,j+1 0 wp bn,l+1/2,i+1/2,5+1
_ 2
RF(0) _ - V10,5112 1 752 _ nQou41/2,i41/2 ERF(O)
_¢2
RF(0) B Z /1 50,j+1/2 1— 52 . nQO,l+1/2,i+1/2 —RF(0)
Ep,l+1/2,i+1/2,j+1/2 7 Len=—00 Lab o,J+1/2 0 wh bn,l+1/2,i+1/2,j+1/2

RF(0) _ 5, - VI8 [1 _e nQo,m/g,i} HREO)
n——oo

pEI+1/2,i,5+1/2 = 0.i11/2 0 Wb bon,l4+1/2,i,j4+1/2
DRF( ) Z 1_5873' 2 Q417244172 | HRF(0)
Epl+1/2,i+1/2, ] n=—00 £<b 50 J 5[)7]‘ wp bn,l+1/2,i+1/2,5
RF(0) _ n8141/2,i+1/2 | © HRF(0)
D 111 /94172541 = 2omm—oo 22b 52 [1 — &0, — T Dy 141/2,i41/2,j+1
RF(0) nQo,z+1/2,z+1/2 —RF(0)
D EE1+1/2,i4+1/2,f — Zun=—00 Zb &, [ o g0,j o wp Dbnl+1/2,i+1/2,j
(5.300)
and REO)
Fp,l+1/2 i+1,5+1/2 =0
—RF(0) RZF( ) =0
= 1/2,i,j+1/2
, o FI{,;;((){ CAR . (5.301)
E141/2,i41/2,j+1 —
FRF 0 -0

El+1/2,i4+1/2,5

where g;41/2,11/2 is the electron cyclotron frequency taken at the minimum B value

Qit1/2
Uii1/2

Qoi41/2,i41/2 = (5.302)

Here the dependence of €21/ 41/2 With the index ¢ arises from relativistic down-

shift. The indexes n and b correspond respectively to the wave harmonics and the narrow
beam label (for ray-tracing calculations). The discrete expression of the quasilinear diffu-

—RF(0)

sion coefficient Dy pi1)2,i41/2,5+1/2 18

D

0y 9
—RF(0) - Yit+1/2PTe 1 T0y141/2 Bl+1/2 £0,j+12
bn,l+1/2,i+1/2,j+1/2 ‘ \+1/2.5+1/25

Pit1/2 [€0j+1/2

—RF,0,
le@b l+1/2Db n,0 l+12H (0 - amin) H (emax - 91))

ql+1/2 R BPl+1/2 5917 1+1/2,5+1/2

1 0 b(n) 2
92 Z] 0 (Nb” - N\lrbes,l+1/2,i+1/2,j+1/2) }@k,eb,l+1/2,i+1/27j+1/2
T

g

X

(5.303)
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5.5. Up to first order term: the Drift Kinetic equation 5. Numerical calculations

where
b,(n) _ ie e T zeb
K,0p,0+1/2,i+1/2,j+1/2 V2 b0,+ n=1\%p14+1/2,i+1/2,j+1/2
1 ,
+ 0
+\ﬁeb0,fe A Tn (zb,bl+1/2,i+1/2,j+1/2)
E0,,141/2 0
+ €0, /n <zb,bl+l/2,i+1/2,j+1/2)
\/‘I'9b,l+1/2 (1 - §§,j+1/2>
(5.304)
/
9, _ PTe ' W, 141/2Wee0
Nllres’l+1/2’i+1/2’j“/2  Bre Pit1/280,,141/2 (%+1/2 Wh (5.305)
14+1/2
—RF,0, 1 1 1 Sine.b
D = — Py (5.306)
b,n,0,l+1/2 7"0b7l+1/2R9b,l+1/2 Me 1N Al+1/2 wbw§€7l+1/2 ’(I'b‘ ,inc
with
0 N wy  Pit1/2V 1= 5g,j+1/2 (5.307)
b,l4+1/2,i+1/2,j+1/2 bl Wee 0412 MeC /—\Ijeb,l—&—l/Q
and

Doy 111/ = V(Wrs1 2, 0b) ( )
Topi+1/2 =T (Vig1/2,05) ( )
R, 141/2 = R (Y1512, 0b) (5.310)

B, = B (V1512,60) (5.311)
Blea’jlﬂ/z = Bp (1412, 05) ( )

Op
B (Y4172, 0 Bl
Yo, 14172 = Wrayz ) _ Doy (5.313)

By (wH_l/Q) B BO,l—O—l/Q

Eopit1/2,54+1/2 = & (Vig1/2,0,€0,j+1/2) = U\/l =Yg, 14172 <1 — 587%1/2) (5.314)

All coefficients corresponding to different indexes may be obtained readily by perform-
ing the adequate index transformation, ¢ +1/2 — (i,i+ 1) and j + 1/2 — (j,7 + 1)

5.5 Up to first order term: the Drift Kinetic equation

5.5.1 Grid interpolation

Spatial grid interpolation for gradient calculation The first order drift kinetic
equation requires to calculate f(%) defined as

0) _ pEl () 01" (0. &0, )
f (pvé-qu/}) QeBO(rl[)) aT,Z)

(5.315)
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5.5. Up to first order term: the Drift Kinetic equation 5. Numerical calculations

where |I ()| = RBr. Here all quantities are determined on the poloidal position where
the magnetic field B is minimum.

The spatial grid being non-uniform, radial derivative requires a specific treatment, for
an accurate determination. Let ¥_,1 et ¥4 the three neighbor radial positions where
are calculated the distribution function féﬂ) with Ay_ = _ — ¢, Ay = ¢y — ) and
Aty = 1p, —1)_. A parabolic interpolation of the form y = atp?>+bip+c is used for calculating
the radial derivative dy/dy = 2a) + b. The coefficients a,b and ¢ being determined by
values y_,y and y4 at grid points 1_,1 and 1, one can easily show that

dy| 1

a0, = dorv AV + A (Bu AUy + Avty) (5.316)

where V is a Van der Monde matrix of order 3,

_ 1oy 2
V=1|1 ¢ ? (5.317)
1oy ¢
whose determinant is simply
det V = —Ad_ ApAdb, (5.318)
Therefore p Av (A Av) Av
Yy + + T AP -
— = _ - — 5.319
N N V. ¥ R A Ty TR (5.319)
and applying this result for f(o),
FOk+D _ Dit1280+1/20111/2
+1/2, z+1/2,j+1/2 quO,H—l/Q
(Vig3/2 = Vig1/2) O)k+1)
(Yrg3y2 — Vim1y2) (Vim1y2 — Yryje) VI Y/2ITL/2IHL/2
B (V1372 — 20141 /2 + Vi1 )2) (0)(+1) ‘
(Vits/2 — Yiv1/2) (Vi1/2 — Yiga/2) 0.1+1/2i+1/2,j+1/2
B (Y1172 = Yiy12) Ok+1) (5.320)
(Vrgajo — Vim1/2) (Vigaje — Urprje) * OIH3/2IHL/23H1/2
where I; 1/ =1 (¢l+1/2) . In a compact form,
FOk+D _ Pir1280 417201112 <
1+1/2,i+1/2,j+1/2 — 7By 112
(k+1) )(k+1)
{ z+1/2foz 1/241/2,j+1/2 T al+1/2f0 14+1/2,i+1/2,j+1/2
(k+1)
+al+l/2f0,1+3/2,i+1/2,j+1/2 (5.321)

193



5.5. Up to first order term: the Drift Kinetic equation 5. Numerical calculations

where coeflicients are

(V113/2 — Yis1/2)

o 5.322
Qg2 (Vis/2 — Yi—1y2) (V1—1/2 — Yigay2) | )
0 _ (1#;.,.3/2 - 2wl—kl/2 + wl—l/z) 5.323
1112 (V11372 = Yrs1/2) (i-1/2 = Yrg2) o

and
L (Vi—1/2 = Yig1)2) 5.324
Y1172 (1/11+3/2 - 1/11_1/2) (¢l+3/2 - @Z’l+1/2) ( . )

Momentum grid interpolation As indicated in Sec. 3.5.5, it is possible to keep
the conservative form for the first-order drift kinetic equation. The main advantage is
that the numerical differencing technique already used for the zero-order Fokker-Planck
equation may be also employed for determining the n(l;cr)nerical solution of this equa-

and pitch-angle
14+1/2,i+1/2,j+1/2

8( QS(O))
tion. The determination of the momentum ———+%
(k)

Op
% (\/750)‘ 5 )‘l+1/2 i+1/2,j+1/2

niques in order to evaluate f ) on flux grid at the radial position [ 4+ 1/2. By analogy, one
have to determine f on the following grid points

derivatives requires, as for féo), interpolation tech-

(k+1)
~(0)(k+1) pi+1§0,j+1/21l+1/2 8f(0) 5.325
fl+1/21+1,j+1/2 ¢.B oLl (5325)
eD0,1+1/2 14+1/2,i4+1,j+1/2
(k+1)
f 0)(k+1) _ Pibogr1/2li1)2 3f(§0) (5.326)
141/2,i,5+1/2 — '
GeBoj+1/2 O 14+1/2,i,j+1/2
(k+1)
~0)(k+1) Piv1y20g+1livrye Of 5.327
fz+1/21+1/2,]+1 q.B oY (5821
e0,14+1/2 14+1/2,i+1/2,j+1
and (0) (k?"!‘l)
7O+ _ Pir1/280,li41/2 Ofy (5.328)
1+1/2,i4+1/2,5 — '
QeBO,l-H/? O 14+1/2,i+1/2,5

Using the weighting factors 51(,0) introduced for féo), as shown in Sec. 5.4.3 which both
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5.5. Up to first order term: the Drift Kinetic equation

5. Numerical calculations

are functions of 1, one obtains for the grid point (I +1/2,i+ 1,5+ 1/2)

k+1
o0 |

o

14+1/2,i+1,5+1/2

+O‘l7+1/2
—|—a?+1/2 (1
+al+1/25p 14+1/2,i+1 g+1/2fo I+
—|—al+1/2 (1

+
REHRY

and

pi+180,j+1/20141/2
4eBoiy1/2

7(0)(k+1)
fl+1/2 i+1,5+1/2

pi+1€o,j+1/zfz+1/2

0‘1+1/2foz

Sy (

Y12

) (k+1)
1/2,i4+1,j4+1/2

0)(k+1)

(
+ al+1/2f 0,141/2,i4+1,j+1/2

5( ) 0)(k+1)
1—1/2,i+3/2,j+1/2

L= p,l—1/2, z+17]+1/2

) %

5(0) f 0)(k+1)
pl—1/2,i+1,j+1/270,1— 1/2i+1/2,j+1/2
5O

f )(k+1)

pl+1/2,i+1,j+1/2 ) J0,1+1/2,i+3/2,j+1/2

)(k+1)

1/2, z+1/2 j+1/2

5© f )(k+1)
pI4+3/2,i+1,j+1/2 ) 10,143/2,i+3/2,j+1/2

Y(k+1)

3/2,i+1/2,j+1/2

(0)

5O

p,l+3/2,i+1 (5.329)

,g+1/2f0 I+

0)(k+1)
1-1/2,i+3/2,j+1/2

50
pl—1/2,i+1,54+1/2

(-

5(0)

) 42

) (k+1)

¢e By J+1/2
pz+1§o,g+1/2fl+1/2

l+1/2 p,l— 1/21+1]+1/2f0l 1/21+1/2,j+1/2

0)(k+1)

7e By Jd+1/2
pi+1&o ]+1/QIl+1/2

5(0)

(
pl+1/2, z+1,j+1/2> fo,z+1/2,i+3/2,j+1/2

0)(k+1)

l+1 /2 (
5©

QeBo,l+1/2
Pit1€0,5+1/20111/2

l+1/2 pl+1/2, H—l,j+1/2f0,l+1/2,i+1/2,j+1/2

+ 5(0) k+1)

qeBo 112
+pi+1§0,j+1/215+1/2

(

5O

) 7

0)(k+1)

14+1/2 pl+3/2,i+1,j+1/2 3/2,i+3/2,j+1/2

f(

qeBo 11,2

(5.330)

14+1/2%,143/2,i4+1,j+1/27 0,143/2,i+1/2,j+1/2
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which becomes

FOU+ ~ pir1 Pitrsg2bog+1/2li1)2 o x
14+1/2, z+1,]+1/2 pi+3/2 quO,lJrl/Q 1+1/2

0)(k+1)

pi+1 Pi+3/250, g+1/2—7z+1/2
pz+3/2 qeBo 112

l+1/2

1_ (0)(k+1)

_|_
pi+1 Pits/2foj+1/2li4172 4

(6
Pii3/2 (JeBo,l+1/2 +1/2
160

+ X

Pi+1 pz+1/250 j+1/21l+1/2 _ v
Piv1/2 QGBO,I+1/2 +1/2

5O (0)(k+1)
p,l—1/2,i+1,j+1/270,1-1/2,i+1/2,j+1/2

pit1 Pit1/280, g+1/2fz+1/2
Piv1/2 QeBo,l+1/2

5© (0)(k+1)
PA+1/2,i41,541/270,14+1/2,i+1/2,5+1/2

Pi+1 pz+1/2foj+1/2fl+1/2
Pit1/2 7. By 412

5© f(O)(k+1)
pI+3/2,i+1,5+1/270,1+3/2,i+1/2,j+1/2

_l’_

+

l+1/2

_l’_

O‘l+1 /2 %

or

f 0)(k+1) _ DPir1 1— 5(0)
4+1/2,i+1,5+1/2 pz+3/2 pl+1/2,i+1,5+1/2

+ Pi+1 5(0) J?(O)(k+1)
Pit1/2 Pl+1/2,5+1,54+1/27 14+1/2,i+1/2,j+1/2

7 (0)(k+1)
+hl+1/2 i+1,5+1/2

) f(o )(k+1)
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(0)
p,l 1/2, z+1,j+l/2) fOl 1/2,i43/2,5+1/2
pl+1/2 i+1 ]+1/2) f0l+1/2 i+3/2,j+1/2

f(O) (k+1)
pi+3/2,i+1,5+1/2 ) Jou43/2,i43/2,5+1/2

1+1/2, z+3/2 J+1/2

(5.331)

(5.332)
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5. Numerical calculations

where
~ Soj+1/201412 _
RO)(k+1) . J
14+1/2,i41,j41/2 Pit1 4eBo11/2 Apyy/2 ¥
(5(0) o 5(0) ) f(O)(k—I—l
p,l+1/2i+1,j+1/2 p,l—1/2i4+1,5+1/2 ) J0,l—1/2,i+3/2,5+1/2
So+1/20iv12 o
+pip—— L
1+ QQBOJ—{-I/Q l+1/2
(5(0) _s©O ) f(O)(kH
pl+1/2,i+1,5+41/2 ~ Opi+3/2,i+1,5+1/2 ) J0,1+3/2,i+3/2,5+1/2
Soj+1/2d141/2 _
—pir1—————" X
i+1 4eBosr1) 14+1/2
(5(0) N 5(0) > f(O)(k+1
pl+1/2,i+1,5+1/2 — Opil—1/2,i+1,5+1/2 ) J0,1—-1/2,i+1/2,5+1/2
€oj+1/2i4172
—_m- ’—a X
i+ 4eBo1+1/2 1+1/2
(0) (0) (0)(k+1)
<5p,l+1/2,i+1,j+1/2 - 5p,z+3/2,i+1,j+1/2> fo 0,0+3/2,i+1/2, g+1/2(5'333)

Reordering coefficients, one obtains,

= (0)(k+1) ~ Sogt1/20i1/2
M 2,041,412 Pi+1 4eBo+1/2 X
- (0) (0)
[az+1/2 (6p,l+1/2,i+1,j+1/2 - 6p,l—1/2,i+1,j+1/2) X
(0)(k+1) (0)(k+1)
foz 1/2,i+3/2,5+1/2 f()l 1/2,i+1/2,5+1/2
+ait () — 5O x
I+1/2 p7l+1/2,i+17j+1/2 p,l+3/2,i+1,j+1/2

0)(k+1)
0,04+3/2,i4+3/2,j+1

(4

This double difference makes coefficient h

7(0)
I+1/

f(O) k+1)
0,0+3/2,i+1/2,j+1/2

)

is second order correction, that

p (5.334)

2,i+1,j41/2

is almost negligible when spatial gradients are weak. However, for strong gradients, this

correction must be, in principle, considered.

A similar expression is obtained for the grid point (I 4+ 1/2,4,j + 1/2), by replacing

7+ 1 — 4 in all above relations.

Di (0)

2(0)(k+1)
fl+1/2,2,j+1/2 Pirys (1 — 0,1t
+ Di (0)
Pi-1/2
+h”

14+1/2/i,5+1/2
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p,l+1/2,i,5+1/2

7(0)(k+1)
) fl+1/2 i+1/2,j+1/2
2(0)(k+1)
+1/2,i—1/2,5+1/2

1/2,i,j+1/2
f
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where
~ Soj+1/2l141/2
7, (0)(k+1) o, S0gtl/201/2
1+1/2,i,j+1/2 Di 4eBo11/2

- (0) (0)
[az+1/2 <5pz+1/2,z',j+1/2 — 0, 1/2,i,j+1/2> X
)(k+1) )(k+1)
(foz 1/2, 1+1/2,]+1/2 foz 1/2,i— 1/2,]+1/2)
(0) (0
+0‘l+1/2 <5p,l+1/2,i,j+1/2 - 5p,l+3/2,i,j+1/2> X

(0)(k+1) 0)(k+1)
(f07l+3/2»i+1/2,j+1/2 - fO,l+3/2,i—1/2,j+1/2>} (5.336)

Finally, a similar approach may be used for the pitch-angle grid interpolation. For grid

points (I +1/2,i4+1/2,5+ 1),

FO+1) o+t (1 _ 5O FOk+1)
141/2, z+1/2,_7—|—1 & 13/ El4+1/2,i4+1/2,5+1 ) Ji+1/2,i+1/2,5+3/2
4 S0t (0) FOE+)
€0441/2 El+1/2,i+1/2,5+1) 141/2, z+1/2,]—|—1/2
7(0)(k+1)
Ty 412,541 (5.337)
where
7 (0) (k+1) _ §oj+11141/2
hl+1/2’i+1/2’j+1 - P 4eBo,i+1/2 .
- (0) 0)
[O‘Hl/z (55 I41/2,i41/2,j4+1 55 171/2,i+1/2,j+1> X
(0)(k-+1) (0)(k+1)
foz 1/2,i+1/2,j+3/2 fol 1/2,i+1/2,5+1/2
+af, 5 — 5 X
14172 \ Y6 04+1/2,i4+1/2,5+1 — Y€ 143/2,i+1/2,5+1
(0)(k+1) (0)(k+1)
<f0 1+3/2,i+1/2,j+3/2 fo 1+3/2, z+1/2,j+1/2):| (5.338)
: " (0) (0) (0) _
However, since by definition, (55 1+1/2,i41/2,j+1 (5&171/2’”1/27%1, and 5£ I41/2,i+1/2,j41 =
6§?l)+3/27i+1/2,j+1, it turns out that
(5.339)

7 (0)(k+1)
hl+1/2 i+1/2,54+1 =0

and a similar result is obtained for grid points (I +1/2,i 4 1/2,j), expressions are

J?z(i)l(/kztil/m - foi(ji/z (1 B 5§?l)+1/2,i+1/271'> ﬁi)l(/thzl/?J“/?
+§0j‘07i/2 5201)“/2 z+1/2,1]?l(31(/k2t1+1/2’3 1/2
O, s (5.340)
where F(O)(k+1) —0 (5.341)

141/2,i41/2,§ ~
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5.5. Up to first order term: the Drift Kinetic equation 5. Numerical calculations

5.5.2 Momentum dynamics

The starting point of the discrete representation of the first order drift kinetic equation is
the conservative relation

M i Pit1/2

- X
op N+1/2,5+1/2
141/2,i41/2,j+1/2

9 SAOMNAR
B (\/1—50/\S§ )
SOMNER
6(p28p ) Dit+1/2

- X
op \+1/2,5+1/2
14+1/2,i+1/2,j+1/2

9 2z |
o <,/1—50Asf >

where S;(,O) and Séo) are fluxes related to the function ¢(®©) as introduced in Sec.3.5.5,

14+1/2,i+1/2,j+1/2

(5.342)

14+1/2,i+1/2,j+1/2

while géo) and géo) are fluxes related to the function f(o). Since ¢(® and féo) have same
symmetries with respect to the pitch-angle §p, matrix coefficients are exactly identical for
both functions (see Sec. 5.4.1). However, calculations are slightly different for f(9), though
a conservative form may still be kept. By analogy with zero order Fokker-Planck equation,

o 25(0) ~
M _ 9 (5o | sEe o
ap ap PP gp P
d 1 ~on Of©
2 Y (0)
Tyl-tg, (rD3¢) 9%
o 50 2O
L&D 57 s (5.343)
9 (/1= (&) S 7
50 1650/ D¢ B ) 5(0)1_53)\(¢£)af(0)
0 o6 \ "¢ p Y 0gg

/1= A (¥, &) ﬁ§0>f<°>>
o (] ~0)) 0f©

~( )a2f(0)
—y1- @A (w.&) D/ 5o (5.344)
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one obtains

OMNE
6(1) Sp ) Dit1/2
dp CO\FL/25+1)2 X
1+1/2, i+1/2,j+1/2

/1 < (0)
650 < BRI >

141/2,i+1/2,j+1/2

= 2 T (5.345)
with
afo |(k+1) =(0) FO)(k+1)
F _ leDpp H1/241541/2 700 |14y /9441 j41/2 +pl+1Fp 14+1/2,i+1 g+1/2fz+1/2 i+1,5+1/2
A1%‘+1/2
(5.346)
275(0) af© |(k+1) 2 7(0) #(0)(k+1)
T — Pilopis1/2ige1/2 o 12y L 12,511 /20 041 /25412 (5.347)
Apz'+1/2
- o (pD 570 |+
g 14+1/2,i+1/2,j+1/2 I4+1/2,i41/2,j+1/2
~on 1 (k+1)
_ ~ 2 7(0)
4 _ (0) o°f
T = +mpiﬂ/2Dp5,l+1/2,z'+1/2,j+1/2 OpoE (5.349)
141/2,i+1/2,j+1/2

- , oy | (k+1)
DY <1 ey >>\l+1/2,3+1 af®
7B o~ Pit1/2 £&1+1/2,i+1/2,j+1 éh073+1 141/2,i4+1/2,j41
AH1/2.541/2 Piv1/28811/2
/ 1+1/2,5+1 7(0) 7(0)(k+1)
Dit1/2 1- 5§,j+1)‘ H/25E Fg 1+1/2,i+1/2, ]+1fl+1/2 i+1/2,5+1
+ NI (5.350)
J
6] Pit+1/2 Deciriviye (1 B gg’j) N2 5 14+1/2,i+1/2,5
AH1/25+1/2 Pit1/28841/2
2 \I41/2,5 7(0) 7(0)(k+1)
Pit+1/24/ 1—&55A +/ ]Fg 141/2,i4+1/2, gfz+1/2 i+1/2,j
+ A1 (5.351)
J
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o7 (k+1)

14+1/2,i+1/2,j+1/2 op

(5.352)
141/2,i41/2,j+1/2

2 £(0)
< Pit1/2 2 1+1/2,j4+1/2 75(0) 9 f
T = \+1/2,5+1/2 m)‘ [l Dép,l+1/2 i+1/2,j+1/2 0&0Op

7 Dit1/2 0 2 75(0)
T = T ONFL/2,5+1)2 550 ( 1- 50)‘D£p >

(k+1)

14+1/2,i+1/2,j+1/2

(5.353)
Discrete expressions of the partial derivatives are,
(kD) ~(0)(k+1) ~(0) (k+1)
of fz+1/2 i+3/2,5+1/2 ~ Jivt/2ie1/2,5+1/2 (5.354)
Op 141/2,i41,j+1/2 APty
(k1) 2(0)(k+1) (0)(k+1)
of0 fz+1/2 i+3/2,j+1/2 fl+1/2 i—1/2,j+1/2 (5.355)
Op 14+1/2,i+1/2,j+1/2 Apit1+ Api
(k1) =(0) (k+1) =(0) (k+1)
o fl+1/2 i+1/2,j+1/2 fl+1/21 1/2,j+1/2 (5.356)
Op 1+1/2,i,j+1/2 Api
(k1) Z(0) (k+1) Z(0) (k+1)
af fl+1/2 1724372~ Jiv1y2,01 /2,541 )2 (5.357)
0% 14+1/2,i+1/2,j+1 Ao+
(k1) Z(0) (k+1) Z(0)(k+1)
of© fl+1/2 i+1/2,j+3/2 fl+1/2 i+1/2,j—1/2 (5.358)
9% 14+1/2,i4+1/2,j+1/2 Aot + Aoy
(k1) ~(0)(k+1) (0)(k+1)
of© fl+1/2 17254172~ T1y2iv12.5-172 (5.359)
0 I14+1/2,i+1/2,j Ao
and cross-derivatives
52O (k+1) 52 FO (k+1)
Ipdo 141/2,i4+1/2,j+1/2 0o0p 141/2,i41/2,j+1/2
J’C‘(O)(k-l—l J?(o )(k+1)

1+1/2, z+3/2]+3/2 1+1/2,i—-1/2,j-1/2
(Apz—l—l + Apz) (Afo ,J+1 + Aﬁo,g)

J;(o )(k+1) 1 fOk+D
+1/2Z+3/2] 1/2 I+1/2,i-1/2,j+3/2 (5.360)

(Apiy1 + Api) (Ao j+1 + Ado ;)
As for the zero-order Fokker-Planck equation, other derivatives in discrete form become
0 (pD(O)>
Ip

50 DY
— Pit1 Dyci1ppivijrnje ~ Pilpeisa i/ (5.361)

APi+1/2

14+1/2,i4+1/2,j+1/2
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— 1-— 52)\D
9o 0T 1+1/2,i+1/2,5+1/2
/ , (0)
B 1 - 53, )‘HI/Z ]+1D£p,l+1/2 i+1/2,j+1

A&p jt1/2
2 \i+1/2,5 75(0)
B \/T)\ +1/ JD§p71+1/2 i+1/2,5 (5 362)
Afo,j+1/2 |

Since the distribution function f(o)is defined on the half grid, while fluxes on the full
grid, it is necessary to interpolate, because in some derivatives, values of are taken on the
full grid. As discussed in the previous section, interpolation procedure is more complex
for f(o) than for féo). Therefore, for terms proportional to l~)§g) and ﬁéo)

0)(k+1) _  bit1 (1_5(0)

f f(o )(k+1)
1+1/2,i+1,j+1/2 pl+1/2,i+1,5+1/2

1+1/2, z+3/2,j+1/2

Dit3/2
+ Pi+1 ¢(0) J?(O)(k+1)
Pit1/2 Pl+1/2,3+1,54+1/29 141/2,i+1/2,j+1/2
7(0)(k+1)
T 2,001,541 )2 (5.363)
FOE+1) — _Pi (;_5O 7O
H/21/2 T pi+1/2,5+1/2 ) J141/2,i41/2,5+1/2
+L © O
i—1/2 pl+1/2,i,5+1/27 141/2,i—1/2,j+1/2
( )(k+1)
+hl+1/2 i,j+1/2 (5-364)

and for terms proportional to 522) and ﬁéo)

7O Y(k+1) _ Sogi1 1 -5 FONE+D)
H1/2041/25+1 gy 13/ E14+1/2,i+1/2,j4+1 ) J1+1/2,i+1/2,j+3/2
§0.4+1 <(0) Yet1)
+€0 1-1/2 65 1+1/2, l+1/2,3+1fl+1/2 i+1/2,j+1/2 (5.365)
f F0)(k+1) _ _Sog 150 f(o)(kﬂ)
B2041/25 7 gy E+1/2,i41/2,5 ) J141/2,i41/2,j+1/2
SO (k+1)
+£Oj_j/ 6§ 1+1/2, z+1/27]fl+1/2 i+1/2,5—1/2 (5366)
since 7" — 3 —o.

1+1/2,i+1/2,j4+1 — "141/2,i4+1/2,5 —
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Gathering all terms in a matrix form

25(0)) |
8(1) Sp ) P12
dp \+1/2,5+1/2
14+1/2,i+1/2,5+1/2

a (k)
(o

i'=i+17'=j+1 _

14+1/2,i4+1/2,j+1/2

> > W o
- p,l+1/2 V+1/2,5'+1/2J141/2,4'41/2,5'41/2

i'=i—1j5/=5-1
i=i+10U=1+1 _

(0)(k+1)
+ Z Z w,l’+1/2 i +1/2J+1/2f0 417208 4+1/2,5+1/2 (5.367)
i'=i1—11'=l-1

where M and M  have a very similar expressions, though slightly different because of
. . =(0)

the ratios pit1/pit3/2: Pi/Pit1/2:€0,5+1/€0,j+3/2 and €o,j/&o j+1/2 but one matrix H,, that

results from the spatial variation of the Chang and Cooper coefficients as shown in Sec.

5.4.3. Starting from the expression of M ), one obtains

2
—(0) Pit1/2 \/ 1- 50,j+1/2 ~(0)

PEFL2E3/2548/2 7 Ap T Apy Al 1 + Abgy  POITL/2iH1/25+1/2

[1_ ¢2
Pit+1/2 1 éO,J'+1/2 ~(0)

Apip1 + Api Ao j1 + Ay PIFL/ZIH1/25+1/2
(5.368)

_ 2
—(0) Dit1 \/1 €o,j+1/2 )

My iv1/2i41/2,543/2 = Apit1/2 Ao 1 + Ao p&l+1/2,i+1,j+1/2

; \/ 1= f(2) i+1/2
_ Di J 5(0) o
Apiy1/o Ao jy1 + Aoy POIFL/205H1/2
\F1/2,5+1

2
_ T8 50)
Afo,j+1/2A§0,j+1 AA1/2,5+1/2 77 86,1+1/2,i41/2,5+1

1- 5(%]‘-{-1 60 ;
» J+1 (0)
—p; 1—6 X
Pit1/2 Ao jt1/2 [50,j+3/2] ( Glr/2, ZH/Q’]H)
\F1/2,541

7-(0)
AA1/2,5+1/27 §141/2,i41/2,5+1

(5.369)
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2
—~(0) Pi+1/2 \/ 1= 50,j-i-1/2 5(0)

PI+1/2,i—1/2,j+3/2 Apiy1 + Api Ay jy1 + Ay PEIFL/2i41/2,5+1/2

1 _ 2
Dit1/2 L =& 41 DO

CApi1 + Ap; Ay + Afyy EPIH/2iH1/25+41/2
(5.370)

—~ 2
Vo ivaiiy = PO
pil+1/2,i+3/2,j+1/2 Apis1Apig PPAI/2iH1G41/2

/1 — ¢2
Pi+1/2 =8

Apiy1+ Api Ay jv1/2
AAH1/2,5+1 ~0)
AAF1/2,+1/2 7 €pl+1/2,i+1/2,5+1

/ 2
Pit1/2 1- 607]'

 Api1 + Ap; Ao jt+1/2
AHZE o
NFL/2551/2 ep /24172,

p?ﬂ [ Pit1 ] (1 _ 5O )ﬁ 0
Apz‘+1/2 Pit3)2 pl+1/2,i4+1,5+1/2 p,l4+1/2,i4+1,5+1/2

(5.371)

X

X
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—=(0) _ plz+1 7(0)
pit+1/2,5+1/2  — m pp,l41/2,i+1,5+1/2
+ i ﬁl+1/2i+1 j+1/2 [pzﬂ] © i+1.
Apipijp ” Ji+1,j Pip1/z) PIH/20+Li+1/2
A0

Api+1/2Api Dpp,l+1/2,i,j+l/2

i pi (1 5O ) 70

Apit1/2 [ Pit1)2 pl+1/2,0,5+1/2 ) © pl+1/2,,j+1/2
B 1— §§,j+1 A+1/2,5+1 ~(0)

A j+1/2A§0 i1 AA1/2,5+1/2 77 86,1+1/2,i41/2,5+1

2
V1 — &4 [ 0,5+1 ]5(0)

—Pit1/2 , x
it Ao jrije Cojp1y2] STL/ZH1/25+1
AF1/2.5+1 ~(0)
NFL/2 172 7 6141/2,i41/2,541
— &2 1+1/2,j
1 =&, ANFY25 )

A& AE 1172 NFL/2:5+1/2 E6,1+1/2,i41/2,5

N
5 0,7 (0)
+p; [ ] (1 —9 i ) X
AL 12 Loy ST
N L)
AAHL/2,54+1/27 &1+1/2,i41/2,5
(5.372)
=0 _ P 50
p,l4+1/2,i—1/2,5+1/2 Api+1/2Api pp,l+1/2,,j+1/2
2
P12 mx
Apiv1+ Api A&y jt1/2
AA+1/2,5+1 ~ 0)
NFL/2,511/2 7 €plt1/2,i4+1/2,5+1
2
Pit1/2 m %
Apit1 + Ap; Aﬁo,jﬂ/z
)\l+1/27j ~(0)
m Epl4+1/2,i+1/2,5
__n Pi_ |50  FO
Apit1/2 LPio1)2 pyiyj+1/2" pl+1/2,0,5+1/2
(5.373)
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;

2
ﬁ(o) B Dit1/2 L= 80412 ~(0)
PE/ZIFS/25-1/2 7 Apiy + Ap; Abg j1 + Aoy~ PEHH/2i41/25+1/2

>
_ Piyie L =& 41 ~(0)
Apip1 + Api Ao j1 + Ay PIHL/ZH1/25+1/2
(5.374)

;

;

2
=0 _ Pi+1 L= %0412 ~(0)
PUAL/2i41/2-1/2 T TR RE T Ay PEL/2i 41 /2

) 1-&2.
I Di 0,j+1/2 ~(0) .
Apit1ja Ao jp1 + Ay, POIT/200H1/2
1— ggJ A+1/2,5 ~(0)
Afo,jﬂ/zAfo,j AA1/2,5+1/2 77 86,1+1/2,i41/2,5
2
+Dit1 2\/1_7% [ - ] oY : ‘
1/ Ao jr12 LCojorja] SHFYZFL/2
AF1/2,5 ~0)
NA1/2,5+1/27 §141/2,i+1/2,5

;

X

(5.375)

;

_¢2
=(0) _ Dit1/2 1 f07j+1/2 ~(0)
plF1/2=1/25-1/2 7 Ap o+ Ap A& i1+ ALy, PEIFL/2i41/2,+1/2

¢

_ 2
Dit1/2 L= %001 ~(0)
(5.376)

=(0) ~ ~
For the determination of matrix H b 5 1 s useful to start from terms 77 and 75 that

FOEF) Tk

contain hl+1/27i,j+1/2 I41/2,i+1,j+1/2° coefficients. Because of the grid interpolation

Y=H1V=IH1 )
H f(O)(k—i-l)
Z Z YV +1/2,+1/2,5+1/2J 0,1/ 4+1/2,i'+1/2,5+1/2

'=1—10U'=l-1
2 (0 2 7(0)
Pttty Oy P k, plt1/205 4125 Ok 5 377y
Apiy1/2 I4+1/2,i4+1,5+1/2 Apii1/2 14+1/2,43,5+1/2

and using relations (5.334) and (5.336), it comes
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(0)

3
ﬁ(()) 4 4 P a2 Cogarya i 9
Vi=1/24-1/2,5+1/2 Apiy1/2 4eBo,i+1/2
- (0) (0)
RARYD) <5p,l+1/2,i,j+1/2 o 5p,lfl/2,i,j+1/2> (5.378)
3 77:(0)
=0 P 22 Sogr2 iy

iy (6 — 40

3 7:(0)
_pi+1Fp,l+l/27i+1,j+1/2 Soj+1/21141)2 "
Apiy1/0 qeBo111/2

_ 0 0
Y12 (5p,l+1/2,i+1,j+1/2 - 5p,lfl/2,i+1,j+1/2> (5.379)

3 (0
=0 ' _ +pi+1Fp,l+1/2,i+1,j+1/2 Soj+1/20141/2 y
PALRSRIEL Apiy1/2 9eBo 1172
- (0) (0)
Y12 (5p,l+1/2,i+1,j+1/2 - 5p,l—1/2,i+1,j+1/2) (5.380)
~=(0)
Hyiv1/2i-172,5412 =0 (5.381)
~(0)
Hyii172541/2,5412 =0 (5.382)
~(0)
Hy1v1243/2,5+12 =0 (5.383)
37:(0)
F0o _ Pilapageage Sogereliige y
PEESZL BT Apit1/2 4eBo 11172

(0) (0)
al++1/2 <5p,l+1/2,i7j+1/2 - 5p,l+3/2,i,j+1/2> (5.384)

3 72(0)
=(0) Pt ii1/2541/2 Sog+1/2 v
U3/ 2 1/2,541/2  Apiap 4eBo 1172
+ (0) (0)
4172 (5p,l+1/2,i,j+1/2 - 5p,l+3/2,i,j+1/2>

(0)
1724154172 Sog+1/2 T2
Apiy1/2 qeBo 11,2

5 =
Pi F,

+ (0) 0
Yt1/2 (5p7l+1/2,z‘+17j+1/2 N 5p,l+3/2,z'+1,j+1/2> (5.385)
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3 (0
=(0) B pi+1Fp 1+1/2,i+1,5+1/2 So.5+1/20141/2
V32,8202 Apii1/2 4eBo 11172 )

+ (0) 0
Y172 (5p,Z+1/2,i+1,j+1/2 - 5p,l+3/2,z'+1,j+1/2> (5.386)

5.5.3 Discrete description of physical processes

Collisions

Since first order drift kinetic terms may be expressed in a conservative form as for the
zero order Fokker-Planck equation, the determination of the matrix elements is therefore
straightforward. One obtains

~C(0 —141/2,j+1/2 -
pp(,l)+1/2 154172 = \M,=10 />‘H1/2’]+1/2) Apr1/2:i41
~C(0 141/2,j+1/2 -
pp(’“)rl/zmﬂ/2 <>\1 1/ OJ /)\z+1/2,3+1/2> Ao
7O “ 0
D€ JH1/2,i+1,j4+1/2 =
50(0) .
Epl+1/2,i4+1/2,5+1
= ﬁC(?)12‘12'12:0
D, =4 5t [BERARIELZ . (5.387)
Epl1/2,i41/2,541/2 —
~C(0) -0
70(0) 0
ép, l')|‘1/2 i+1/2,5 L1241
C(0 =+ 7]+ .
Dg§(1+1/2 i+1/2,541 <A3 —20 /)\ZH/Q’]H) Biii1/2:i41/2
C(O) l+1/2,] 1+1 27
Deeii1yoiviyog = ( o /AT ]> By iv1/2,i+1/2
and
¢ =00 —141/2,j41/2 ,
Fp,l(-i—)l/Q,i+1,j+1/2 =—{Ai-10 /)\l+1/2’]+1/2> Friv2i41
~C(0 1/2,+1/2 ,
—~C(0) pl(-l—)1/2 ijr1/2 T (Al ~1,0 /)\l+1/2’]+1/2> Friv2,
F, =9 pcO _ VS (NIRRT (5.388)
EHL/2,41/2541 = pip1/a€ 0 2T tI41/2,i41/2
=C(0) 168, (32 -
F§,I+1/2,i+1/2,j T Pir1y283, NT1/2,) By it12,i41/2

where coefficients of the collision operator A, F' and B; are the same as defined for the
zero order bounce averaged Fokker-Planck equation, in Sec. 5.4.4.
Concerning the first order Legendre correction for electron-electron collisions that en-

sures momentum conservation, one must calculate

{o(nnd)} =32 (| ~ )T (far, O™ )

on the distribution function grid, where
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B Wopgo) = | &fs” (#p:0) Aeo0dbo (5.389)
as shwon in Sec. 4.1.7.
Here, the collision integral Z < fo, fo FLO)(m= 1)> has a similar form as for the zero order

Fokker-Planck equation except that fo (m=1) 45 just replaced by féo)(mzl) in all corre-

sponding terms. Therefore, by definition, at the iteration number (k),

2 (k) 3 Soj+1/2
O N ssinspagern =~z (Gosnl = i)
#0)(m=1)\ ¥
x1 (fM” 0 >l+1/2,i+1/2,j+1/2 (5.390)
where

7(0)(m=1)(k) ™ ~l+1/2,5'+1/2

m= 7]
fO J+1/2, z+1/2,]+1/2 Z éO,j +1/2f0 l+1/2 z+1/2,]’+1/2/\200 A€07j/+1/2 (5391)

Ohmic electric field

According to the bounce averaged expression,

~£(0)
Dpp,l+1/2 i+1,j+1/2 — =0
~F(0) _ 0
pp,l+1/2,4,54+1/2 —
~E(0) ~0
E(ZJ)rl/Q A+1,5+1/2 7

=0

D

Dfp,l+1/2 i+1/2,5+1 T

~E(0) D ( ) -0

Dgp,l+1/2 i+1/2,5+1/2 = =0

DEO =0

=0
=0

=0

pé,l+1/2,4,5+1/2
B0
§p,l+1/2z+1/2,]
HEO
gg 14+1/2,i+1/2,j4+1
75E0)

EE1+1/2,i+1/2,5 —
and

pl41/2,i+1,j+1/2 — g+1/2E) 004172

_ ~E(0) . 1+1/2,5+1/2 /1 R i
=5(0) B iv1/24 412 = <A2 A ]+1/2) So.+1/2E 014172

F, =4 = _ (5.393)
p E(0) l+1/2j+1 14+1/2,j+1
Feitij2it1201 = <>‘ AL ) mEno,m/z

=~E(0) o l+1/2,g 1+1/2, —
| Fepvrjoitiyeg = < 5 /AT ]) V1= & Ejoary

where EHO,HI /2 is the parallel component of the Ohmic electric field along the magnetic
field line direction normalized to the Dreicer field taken at the poloidal position where the
magnetic field B is minimum, as explained in Sec.4.2.

FEO) B )\l+1/27j+1/2/)\l+1/2,j+1/2> &
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Radio-frequency waves

. . . ~RF
From the expressions given in Sec. 4.3.8, the components of the tensor D, © are
~RF(0) ~RF(0)D
ppl+1/2,i+1,j+1/2 — Zun=—c0 > (1= &5 j+1/2) bynl+1/2,i41,j4+1/2
~RF(0)D
RF(0) _
Dpp,l+1/2,i,j+1/2 — Zin=—0c0 Zb( fo j+1/2>Db n,l+1/2,4,5+1/2
5RF(0) _ S, — V §O,J+1/2 _ 62 _ n80141/2,i41 =RF(0)D
pEI+1/2,i4+1,j+1/2 — Lun=—o0 Lub €0.i+1/2 0,j+1/2 W b,n,l4+1/2,i+1,5+1/2
2 ~
HRF(0) _ Z 1_5071'4-1 - 52 o nQOl+1/2,i+1/2 ERF(O)D
EpIH1/2,i+1/2,j41 = Zun=—00 240 " & 11 041~ 7wy | Poniti/2iti/zg0
gt
DRFO) _ S, - Sog+1/2 [, €2 ~ nQop1/2,i41/2 5RF(O)D
PEIHL/2,i41/2,j+1/2 = Zun=—00 24b " &1/ 0,j+1/2 o | Pongtr/2i41/2,5+1/2
—¢2 ~
7RF(0) _ S, — 1780 j41/2 _ g2 ~ nf0141/2,541/2 =RF(0)D
EpI+1/2,i41/2,§+1/2 — Z2un=—00 24b " & 1/3 0,j+1/2 wy bn,l+1/2,i+1/2,5+1/2
DRF(0) Z V 75073"*‘1/2 _ 52 Q0141725 ﬁRF(O)D
PE, l+1/2,z,g+1/2 n=—o00 £«b 50 j+1/2 0,5+1/2 wp bn,l+1/2,4,5+1/2
DRFO) = S, — > - n0141/2,i+1/2 ﬁRF(O)D
Epl+1/2,i41/2,j — Lun=—o00 2ub 5oj 0" w | Ponirizitiye
DRFO) = 3 1— &2 _ nQ041/2,i41/2 2§RF(O)D . .
EEI+1/2,i4+1/2,j41 — Zun=—o00 24b 52 0,j+1 b bn,l+1/2,i+1/2,5+1
DRFO) - > g2, iy 2 ZRE(O)D
EEI4+1/2,i4+1/2,5 — n——oo b 50 0,j+1 “h bn,l+1/2,i+1/2,5
(5.394)
FRE(O)
and the components of the vector F), are
_e2 2 ~
FRF(0) Vg g VTEn e 0 FEOF
P24 1,541/2 7 piga§f 1y g M= £0,j+1/2 0.j+1/2 wp bn,l+1/2,i+1,j+1/2
f1_¢2 2 ~
FREO) _ V'S0 Z S, — Vi“Sos412 [, £2 _ nu41/2 ~RF(O)F .
PlH1/20541/2 T T pil L, n=—00 €011/2 0,j+1/2 wp bn,l+1/2,4,54+1/2
2 ~
ﬁRF(O) _ \/m D 1— 52 _ n8041/2,i41/2 2 =RF(OF
El+1/2,i+1/2,5+1 — piH/zgg;J+1 n=—o0 2ub §o 0,j+1 wh bnl+1/2,i+1/2,5+1
FRE(0) 17% > 1 £2  nQ041/2,i41)2 2§RF(O)F | |
EI+1/2/i41/2,5 — p1+1/250 n=—oo £b 52 ) 0,7 wp bn,l4+1/2,i+1/2,5
(5.395)
~RF(0)D ~RF(0)F

where quasilinear diffusion coefficients Dy 141/2,i41/2,5+1/2 and Dy 141/2,i41/2,j41/2 are

0
=RF(O)D _ YVi+1/2PTe 1 T0y,141/2 Bl—’i-l/2 £0,j+12
bnlt1/2,441/2,5+41/2 =
1 2 25+ Pit1/2 |60 ja1/2| NFV2IT2q 9 Ry BPl+1/2 E0y,141/2,j+1/2
—RF,0
XDy, o0 12H (0 — Omin) H (Omax — 0b)

1 ) b,(n) 2

x 9 Z 0 (Nb\l - Nurbes,z+1/z,¢+1/2,j+1/2) ‘@k,eb,l+1/2,i+1/2,j+l/2

o 17T

(5.396)
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Op 3
~RF(O)F _ Yi+1/2PTe 1 P01 Bitie 04172
b, l+1/2,i+1/2,j4+1/2 — - ] 1+1/2,j+1/27 0y 3
Pit1/2 |§07]+1/2’ A/ / Qi+1/2 Ry BP,l+1/2 £91;1-s—1/2,j+1/2

0 —RF0
x (‘I’z-bu/g - 1) Dy 00412H (05 = Omin) H (6max — 6b)

1 0 b,(n)
X [2 Z] . 0 (Nb\l - N\\ﬁes,l+1/2,i+1/2,j+1/2> ‘Gk,eb,l+1/2,i+1/2,j+1/2

’ (5.397)

2

RF,0 0 b,(n) ..
Here Dy 011120 Niresi11/2i41/2,j41/20 oy it1/2it1/2,541/2 e similar to the case of
the quasilinear diffusion coefficient for the zero-order Fokker-Planck equation, and are
therefore given in Sec. 5.4.6. The definition of coefficients Qg ;41/2i41/2, B%

14+1/2
Oy 2 . . .
BP,l+1/2’ gablﬂ/g and \IIWH/Q are also given in the same section.

All coefticients corresponding to different indexes may be obtained readily by perform-
ing the adequate index transformation, i +1/2 — (i, + 1) and 7+ 1/2 — (4,7 + 1)

T6y,141/2°

5.6 Initial solution

5.6.1 Zero order term: the Fokker-Planck equation

Basically, the determination of the steady-state electron distribution function is an initial
value problem, where the initial guess corresponds usually to the unperturbed solution
of the linearized problem. For the zero-order Fokker-Planck equation, the Maxwellian
distribution function is therefore by definition an eigenfunction of the collision operator,
without external perturbation. Here the weakly relativistic solution corresponding to the
condition on the relativistic factor ¥ — 1 < 1 is considered at time t = 0,

L O I
27T, (q/;)]3/2 p |: (1+7)T. (¢):| (5.398)

where T, (¢) and ne (1) are the electron temperature and density respectively. Details
on the notation are given in Sec. 6.3.1. Projected on the numerical grids, as defined in
Sec.5.2, the discrete form is

P2
- i1/ (5.399)
(L4 vi41/2) Tegs1/2

Nei4+1/2

fM,l+1/2,z‘+1/2,j+1/2 =

ex
[27TTe,l+1/2]3/2 b

When the Lower Hybrid current drive problem is addressed, it is possible to start from
a guess that already incorporate the existence of a plateau region, using the formulation
given in Ref. [?] in the non-relativistic limit. When relativistic corrections must be
considered, the effective perpendicular temperature 7’| in the resonance domain must be
usualy multipled by 2. Though this elegant approach seems attractive in order to reduce
the total number of iterations for reaching the steady-state solution, its effectiveness is
usualy poor when large time step At are considered. Indeed, the total number of time steps
is merely determined by the relaxation time of the most energetic part of the fast electron

211



5.6. Initial solution 5. Numerical calculations

tail prodiced by the wave. Since electrons are very weakly collisional, their relaxation
time is very long as compared to the thermal one. Therefore, the gain for the rate of
convergence is usually very small since the distribution model does not describe accurately
the region above the plateau of the momentum space. Consequently, even if this method
is implemented in the code, it is almost never used.

5.6.2 Up to first order term: the Drift Kinetic equation

First order distribution function The initial distribution function for the first order
drift kinetic equation is determined in the non-relativistic limit using the simplified Lorentz
collision model corresponding to Z; > 1 and T; = 0, as introduced in Sec. 4.1.6. In that
case, the bounce-averaged collision operator reduces to

0 ~ 0
(Vo So (e = ~hge (VI-080e) - 5 op (Vi-@asle) G

and in the steady-state regime {Vp - S, (f1)}, = 0, so that the equation to be solved is

simply
32 (ﬂ Séi&) = ai (\/ﬁ M) (5.401)
where
50, =0 { \/f (f)} (5.402)
and

Stoe =0 { \/a;&) Se.c (9)} (5.403)

as defined in Sec.3.5.5. B
Since only pitch-angle scattering takes place in this limit, Sg(oo)ﬁ may be expressed in a

very simple form
~ J1— €2 -
S & e o (5.404)

f£ T T, 8L g,

since Fg = ng = 0 for collisions with

~C(0 o&?
59 = 4 { Fer Db ﬁ} (5.405)
while 0
© _ V1-8& c©dyg
S0, = TOD el g (5.406)
with 52
C(0) _ C

where Dg& = BF according usual notation given in Sec.4.1.6.
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The differential equation to be solved is then

9 dg® B af©
(Tfo (( £0) )\D&(L) d&o > = 8‘50 ((1 _50) >\D£50£) 9 (5.408)

starting from the known expression of 8f(0) /0&. In the Lorentz limit, since BF is simply
set to 1/2, expressions of Décg(oﬁ) and Dgcg(oﬁ) are obtained in a straightforward manner,

2
c) € 1 _ 1A 4
DY) = {‘I’éo} =575 (5.409)
and 5 _
~co) 1 o’ | 1A3-20

and ¢(© is given by the simple equation

9 ag®) o o f(O)
— Ao — =—— 411
% <( ) e ) = g (6 Mg AL
If the solution of the zero-order Fokker-Planck equation is the Maxwellian
FO e e P (5.412)
0 2n T2 2T,
its spatial derivative is
0fy” _[dlnne  (p* 3)dWT, ; (5.413)
oy | dy o, 2) dyp |'M ‘

and from the definition of ﬂo) given in Sec.3.4,

péol () 91" (1, p, &)

fO =
qeBo oY
_ p§0I<7/1) dlnne p2 3 dlIlT
T 4.Bo [dw +<2Te 2) 0 ]f (5.414)

Projected on the numerical grids, the discrete form of ]7(0) is

Pit1/280,5+1/20141/2 | dInne
QeBo,l+1/2 dyp

. Piyjp 3\ dnT,
2T 1412 2 dy

where radial derivatives are performed as discussed in Sec. 5.5.1.

fl+1 2,i+1/2,j+1/2
/ /2541 1+1/2

] fM7l+1/2,z'+1/2,j+1/2(5.415)
I+1/2
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Since fys is by definition independent of &g,
of® pI (¥) [dlnn. 2 3\ dlnT,
= —3 fm

06 qeBo | dv 2T, i)
= EW.p) fu (5.416)
where W) [dl , 0
= _ pl (¢ N 7e - § nT,
EW,p) = o Bo [ i T (2Te 2) i ] (5.417)
the equation becomes
g _
(1=8) domr07z = ~E@.p) far (1= &) N2+ C (5.418)
Assuming 9g(©) /9¢ is finite at |&| = 1, C = 0, and
9g) - A3.-2.0
860 _‘(wap)f )\2 _10
- A
= —E.p) fu ;’ =22 H (|6o| — &or) (5.419)

using the definition of Xn,m,p given in Sec. 2.2.1. By definition, X37,270 is an even function
of &, and therefore ¢(® must be an odd function &. Since furthermore ¢(®) is an even
function of &, ¢(® = 0 in the trapped region. Integrating in the region —& < &,

= 32,0
g(O) (¢7p7§0) = —&= 1% fM/ \ d§
€or M2,—1,0
—£o )
= E(¢,p) fur g (5.420)
for  2,—10
using the relation {j = —¢(. Performing the same operation in the region &y > oz, one
obtains
0) - 0 N3,—2,0
(7/%]9, 50) :(1/),]?) fM dfo (5421)
€or A2,-1,0
and gathering results
[€ol 3,20

90 (p ko) = —oH (ol = Gr)E(op) fur | 3G
= —oH (|| = &or) E W, p) I (¥, [&ol) fm (5.422)

where
%l X5 50 (¥, )
Ie (9, 1€ :/ o=t 0 gl 5.423
( ‘ 0’) tor )\27_170 (w7 é(l)) 0 ( )
The discrete form of g (¥, p, &) is
(0) _
9412041244172 = —Oj+1/2H (|€0,j+1/2| — €orit12)
X Ey1/20+1/20e (V120 (€0 j+1/2|) Farist/2ie1/2,541/2 (5.424)
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5.6. Initial solution

with
I'=I=N¢or 11170 Xé+1426j’+1/2
I (Yig1)2, €041 /2]) = Z mAgOJ,H/Q (5.425)
2,—1,

4+ o
I =Iri41/27 Mo 14172

and j > j;,l+1/2'
Case of circular concentric flux surfaces According to Sec. 4.1.7,

5 H(|&| — &or) < 2 6(1—6/2)>
A3_90 = ———" - 5.426
0T g\ (5:420)
and Sec. 4.1.6 A
Xo—10=A <1 - ;) (5.427)
&0
The integral I (¢, &) then becomes
ol (&8 —e(1—¢/2) /(1 +6))
e lah= [ g (5.428)
ot A (1 - Ab/é{?) (1 + 6) (/)2 0
and in the low inverse aspect ratio limit € < 1, one finds
d !/
% (5.429)

1 €0
L (W, 18) = /&T A(1—Ap/ef)

the expression that was first given in Ref. [?].

Flux surface averaged bootstrap current According to Sec. 3.6, the flux-averaged
electron bootstrap current in the Lorentz model is given by the relation

~ 1
() @) = <=]||,£>¢ (¥) + <J||,L>;5 () (5.430)
where X N N X
<j||£> (¥) ‘2”‘16315355/0 dpp3/1 A2, —2.260f 0 dgy (5.431)
and
(5.432)

(e ¢ 1
Uiehy ) = 2@% /0 dp p* /_ H (0] = €or) €09 dSo

in the non-relativistic limit v — 1. Therefore,

<j||,z:>; (¥) = 2”51?037

2 1
P 3\ dmT.] / ,
<2Te 2) a0 ] P fumdp _150)\2,—2,26550

(5.433)
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and

L gI(p) (> [dlnn, (p* 3\dhT,
<JII,£>¢(¢) = _271'6 BO X/O |: d¢ +<2Te_2> d¢ :|p4fMdp

1
/1 oH ([&o] = &or) ol (¥, [€o]) do (5.434)

Using relation RyBro = I (¢), one obtains

~ 1 q B2
<J||7£>¢(1D) = 27 pgﬁx

0

© I'dlnne p2 3\ dInT, 4 ! 2
/0 [ 7 +<2Te_2> a0 ]prdp/_lfokz,—mdfo

(5.435)
and
1 q ,, Bro * [dlnn, p? 3\ dlnT.] ,
= —97riR—2 _2
1
/1UH(|£O| —&or) ol (¥, [60l) déo (5.436)
Since
* [dIlnn, p? 3\ dlnT.,] , 3 dlnn. dInT,
2 -5 dp = sneTe 5.437
o (B 3) S| o= G (T ) G
using the definite integral relation in Ref. [?],
xexp (—pr®) = ————F—1/— 5.438
/ ) = S Vo (5438)
where (2n — 1)!l =1.3.5... x (2n — 1),
7 \! 4, B#3 dlnn, dInT,
<JH7E>¢ (7/1) = qu Bg 2neTe v + a0 X
1
/ 5 A2,—2,2d&0 (5.439)
-1
and
1 q .. Brg3 dlnn., dInT,
J = ——Ro—/—;nele
(Jie)y () Ropsn <d¢ + d@b)
1
/10H(|£0| —&or) ol (¥, 16ol) déo (5.440)
Finally,
=~ dlnn dInT,
_ reff e e
<J||7L>(¢)_]:t (w)neTeRp< T aw > (5.441)
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where the flux surface function usualy named “effective trapped fraction” F; cfJ. (v) is

3B
eff _ 9 Dbro
B R
i / Besadts— 1R [ ot (el - &or) &ole (6o e
(5.442)
In the case of circular concentric flux surfaces,
Ry
=1 5.443
Rp +e ( )
q_
==1+c¢ (5.444)
q
and
q Bro [1+¢€
== — 5.445
q By 1—e€ ( )
as shown in Sec. 3.6. Therefore,
~ R dlnn dInT,
7 _ 7T oy, L e € 5.446
(The) ) =5 om Vel ( T ar ) (5.446)
and using the relations RyBpo = |V|,, and RyBro = I (1),
~ FI () Bro (dlnn, dInT,
= eIe .44
<JH,£> () =="p —nlep |\~ + 4 (5.447)
where R,Br = I (r). Hence,
3 Bro\?
feff ( ) 2(1+6)< T0>
1+4+e¢€
[/ &5 A2,00d40 — \V 1 / oH (|| — &or) olc (r, |§0|)d§o]
(5.448)

and since Ryg/R = WU, Ag _22 = X200, as shown in Sec. 3.6. In the limit B, < By, further
simplifications may be carried out and

/§o>\200d€0—\/ /UH ol — &or) Eolc (r, |§0|)d€0]

(5.449)

hm]—'eff( g +€)

e—0

The first term in the square bracket may be evaluated analyticaly. Indeed

| 1 1 1 T df B & &
2 - = 2 - 5
[mo - 3 [ ol ][5
1 1 2 do
= /1 d&o [2 Z]T/O %ﬁof (5.450)
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since B/Bp is only function of r and ¢ = eB/Bp. The sum over trapped electrons may be
dropped, since £y€ is independent of o. Therefore,

1 21
/ Bhaaadss - / dto / e
2 d6 1
- [ 5] 1§O§H<!£or—\/1—q,>dfo (5.451)

which means that only particles who reach the position § must be considered. Since

1 1
H —/1—-—=1]d = 2 d
/_1&)5 (\50\ \/ ) £o /\/q&)f o
1
- 2/7_&50\/1—@(1—53)%

21
= —— 452
3T (5.452)
and
/2”05021 B 2/27rd021+60080
o 2m3% 3 J, 273 1+e
2 1
= = 5.453
31+e ( )
Consequently,
1
1
2
A20.0dE0 = = 5.454
| @rao0der =311 (5.451)
and using the
eff. 3
lim F, 70 (r)  ~ 5 UH (1ol = &or) ol (7, 160]) déo
e—0 2
~ 10 / oH (16| — €or) Gl (1 6ol o (5.455)
It can be shown in Appendix C after lengthly calculations, that
lim FA (r) ~ KJe + O (e) (5.456)
e—
where
1-— A4
S B e M
m 11 1
with

[(2n)1)°
Cn = (2n — 1) 237 (nl)? (5.458)

A rather fast convergence is obtained with m, and for m = n = 6, K ~ 1.467, the
usual value found in the litterature on neoclassical theory.
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5.7 Boundary conditions

5.7.1 Zero order term: the Fokker-Planck equation
Momentum dynamics

Internal boundaries Momentum dynamics is described in spherical coordinates, be-
cause collisions is the dominant physical process for current drive and matrices are there-
fore expected to be well conditionned. Consequently, internal boundaries must be specified
at p =0 and |{y| = 1 which correspond to the condition

O, —p, &0) = £ (1, p, —&0) (5.459)

Here Neumann type boundary conditions are used, and therefore only gradients must
be specified at the internal boundaries*. One must thus determine (Ap, A&y) at p = 0
and |§y| = 1 for the flux grid only, since the distribution and flux grids are interlaced by
definition. Therefore, starting from grids definition given in Sec. 5.2,

Ao = Ao 1/2 ‘;Afo,—yz

+
as Ao 172 = Ao, —1/2, 0,12 = %et §o0 = —1.
Much in the same way,

= A&o172 = 01— 600 =2 (60,12 +1) (5.460)

Ao ne+1/2 + Bone—1/2

Alone = 9 = Ao ne—1/2 = &one — Sone—1 =1 — Eone—1 (5.461)

since A&J’ngﬂ /2= A§07n§,1 /2. Furthermore, since by definition,

Sone T &ome—1 1+ Eome—1

= = 462
Some1/2 5 ; (5.462)

one obtains finally

Aéovnﬁ =2 (1 - 50,71&*1/2) (5463)

A similar technique may be used for the momentum grid p. Hence

(Apij2 + Ap_1y2) = Api)s (5.464)

N =

Apg =

using Ap_y /5 = Apy/o. Since Ap; /o = p1 — po, and pyjp = PLXPO ope obtains finally,

Apo = 2py 9 (5.465)

because pg = 0.

4In some specific cases, it is possible to consider Dirichlet type boundary conditions, espcially at p = 0.
In that case, the Maxwellian distribution function is enforced. However, in most cases, this type of condition
must avoided, to keep the most general approach, and in particular to cross-check that the conservative
nature of the code is well satisfied

219



5.7. Boundary conditions

5. Numerical calculations

It is important to note that internal boundary conditions are only needed in the evalua-
tion of the cross-derivative terms, since in the discrete form of the Fokker-Planck equation
using two grids, as shown, in Sec. 5.4.1, they are automatically fullfiled for other terms.

Indeed, at fixed ;1 1/2,

~ (k+1)
q(¥) PV, - SO

By (¥) 141/2,1/2,j+1/2

gives

By (¥) 141/2,1/2,j4+1/2

S(O)(k’-l-l)

. 2
SINCE PO, 141/2,0,5+1/2

q(¥)
By (¢)

~ 2q(0)
Q+1/2 8<p Sp

p2Vp : Sg])

_ 2g(0)) |F D)
di+1/2 8(]) Sp )

Boiy1/2 Op

14+1/2,1/2,j+1/2
<7l+1/2 P1/2 y
\F1/2,5+1/2

Boit1/2

0
a50( 1—%AW@@S@)

(k+1)
(5.466)
14+1/2,1/2,5+1/2

~ 2q(0)(k+1)
Q172 P1Ppi+1/2,1,5+1/2

Boyt1/2 AV

¢71+1/2 P1/2
AF1/2,5+1/2

Boy1/2

0
a&( 1—%AW@@S?)

(k+1)
(5.467)
141/2,1/2,j+1/2

= 0 with the flux grid here considered, at pg = 0. In a similar way,

(k+1)

141/2,i4+1/2,1/2
) (k+1)

Boit1/2

dit1/2

4
i (5.468)

14+1/2,i+1/2,1/2
Dit1/2

Boy1/2

(0)(k+1)
ﬁ)\ (¥,€0.1) S¢ 1412511 /2.1

N+1/2,5+1/2

5.469
A&o1/2 ( )
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and

(k+1)

q(¥)
By ()

pQVp : Sg))

14+1/2,i+1/2,n¢,—1/2

_ 2 ()Y [+
di+1/2 8<p Sp >

Boit1/2 dp

14+1/2,i+1/2,n¢,—1/2

q~l+1/2 Pit1/2
By 141/2 AF1/2,5+1/2

W1 fOn - >‘l+1/2n£°_1s(ol)(k1+2l)z 1/2,me —1
o S/ 2me, (5.470)

60,7150 -1/2

1+1/2,0

V1 50N / Sg l+1/2 it1/20 = 0 (5.471)
2 )\l+1/2 nfOS -0 ’

V31— & §1+1/2 i+1/2me,

as

Wlth 5(2)’0 = 53777{0 =1

External boundaries The other boundaries are inserted into the problem in violation
of the true physical picture, mainly because the momentum domain extends off to infinity,
while only a subspace is considered in computations. The upper limit of the domain is
therefore chosen so that the interesting physics may be accurately described, i.e. pmax >
pen, for studying the Maxwellian distribution function, pmax > v (w/k),.. for the RF
waves and Pmax > PDreicer 10T the runaway electrons. These conditions must ensure the
conservative nature of the problem here addressed, i.e. that plasma cannot enter or leave

the domain of integration. This corresponds to the local condition
Sp-n=0 (5.472)

where 7 is the normal to the external boundary. Because of the symmetry of the collision
operator, the subspace considered for computations is a sphere of radius pmax, 7 = p. When
the condition (5.472) is fullfiled, external boundary conditions have almost a negligible
influence, and the numerical solution in the subspace is usually close to the theoretical
one. It is usually the case for most RF problems except for the Lower Hybrid wave in very
hot plasmas, since the range of resonant interaction between the wave and the electrons
is well localized in momentum space, far enough from the boundary so that no electron
can leave the domain of integration.

The Fokker-Planck equation reduces to an hyperbolic equation in the vicinity of ppax
(high velocity limit), and therefore no boundary condition must be specified. In this

condition, the standard upstream differencing applies. Since for collisions, D]%(O) Jv~1/v?
and FE(O) ~ 1/v2, one can consider that DC(O)

scattering term D A )requlres no special handling, because it causes diffusion in a direction
which is parallel to the boundary.

~ 0 at p = pmax. Here, the pitch-angle
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Nevertheless, since cross-derivative terms potentially involves points outside the com-
putational domain, the following rule is used, even if the exact value of Appax has no
specific importance,

—_

Apnp = Apmax = 9 (Apnp+1/2 + Apnpfl/Z) = Apnpfl/Q = DPny, = Pnp-—-1 (5473)
A p: _ pnp"‘pnpfl _ pmax"!‘pnpfl .
s by definition p,, 1/2 = 5 = 3 , it results
Apn, =2 (pn, = Pn,-1/2) (5.474)
or in equivalent manner,
Apmax =2 (pmax - pnpfl/Q) (5475)

Runaway electron problem If an electric field is present, then in the real prob-
lem, some electrons will runaway and leave the domain of integration. In that case, the
condition Sy, - p = 0 is no more fullfiled, leading to an effective loss of electrons. Since the
Fokker-planck differential equation is of hyperbolic type, no specific modification must be
applied to the limit of the integration domain. However, one must ensure that the total
number of electrons is kept constant. Several techniques may be used to avoid a decay of
the number of electrons at the runaway rate Fg), as defined in Sec. 3.6.

A possibility is to perform the following substitution

t F(O) /
87 (., p.60) = £3” (4,1, &) exp [—/O };(gi’)t)dt’] (5.476)

in the Fokker-Planck equation, so that féo) (t — o) is independent of ¢. In that case,

—(0
the momentum matrix coefficients M, ;1 /9;41/2 j11/2 must be modified according to the

prescription
=—(0)(k) =(0) 0)(k
pl+1/2,i41/2,5+1/2 = Mpi41/2,i41/2,54+1/2 — Fg%)l(_l,_i/Q (5.477)

)

where Fg)l(ﬂ /2 is the runaway rate calculated at ;1o and time step k as defined in

Sec. 5.2. As a consequence, the Fokker-Planck equation becomes slightly non-linear, since
Fg’)l(fi /2 is an integral over the distribution function féo)(k) determined at time step k.
However, since the runaway population is usually very small as compared to the bulk, the
non-linearity remains fairly weak. Nevertheless, this approach has two major drawbacks:

the Fokker-Planck equation has no more an intrinsic conservative form, and in addition
. =(0) . . Ce
matrix M, must be recalculated at each time step, since it is time dependent. All the

advantages of the numerical implicit time scheme for a fast and stable rate of convergence
are therefore lost. For this reason, this method is not considered in the code.

Another technique is to inject cold electrons at p = 0, in order to compensate runaway
losses and keep the electron density constant at 1,1 1/5. Such an approach has the main
advantage to have a clear physical meaning. Indeed, the loss of electrons will generate
locally an electric field which in turn will force a flux of particles to compensate this local
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depletion. By definition, the number of electrons leaving the integration domain is simply

0
F( ) In principle, without particle losses, pOSIS l)+1/2 0,j41/2 = = 0, though SIS l)+1/20y+1/2
1nﬁn1te at p = 0, since, by definition, the Maxwellian distribution is an exact eigenfunction
of the Fokker-Planck operator. Compensation of hot electron losses by cold ones leads to

the relation

is

ngy—1
GO (k+1) _ p(O0)(k+1)
2m Z pO p,l+1/2, 0,]+1/2A’£07j+1/2 - FR,I+1/2 (5.478)
By definition, S ( 2}:721 2)] 112 is assumed uniform in pitch-angle, since no specific di-
rection can be physmaly priviledged. Therefore,
n§0 1
(0)(k+1) (0)(k+1) (0)(k+1)
2m pOS A+1/2,0,5+1/2 Z Alo,j+1/2 _47Tp05pl+1/2 0.j+1/2 = UR1t1/2 (5.479)
7=0
and
TR
(0)(k+1) A+
Sp 1+1/2,0,j+1/2 — A7 (5480)

for all j values.
Expression (5.467) is then modified according to the relation

- ~ (0)(k+1) (0)(k+1)
q 2 (0) (k1) di+1/2 p% pl+1/2,1,j4+1/2 pgsp,l+1/2,0,j+1/2
B, Ve Se - B A A
0 1+1/2,1/2,j+1/2 0,l+1/2 P1/2 P1/2
_ 671+1/2 P12
Bopy1/2 AFL/2+1/2
(k+1)
0 <\/1— gxs@) (5.481)
9o 141/2,1/2,j41/2
or
- ~ 2g(0)(k+1) (0)(k+1)
ipzv -S(O) (k1) _ di+1/2 plsp,l+1/2,1,j+1/2 B FR,Z—H/Q
By" P i 2412 Bo,i41/2 Ap1/o 4mApy /2
. §l+1/2 P1/2
By y1/2 AFL/20+1/2
(k+1)
0 («/1 — €28y >) (5.482)
0% 141/2,1/2,j41/2
Since Fg)l(ff/l; is a weak function of féo) , it is possible to replace Fg%)l(f;r/g) by its
p— 0
explicit form F%)Z(Jri /27 SO that one may avoid to recalculate matrix M ;l) 1/2,i41/2,j4+1/2 ab

each iteration, an extremely time consuming procedure. Consequently, with this scheme,
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the zero order Fokker-Planck equation becomes simply

~ f(O) (k+1) f (k)

di+1/2 0,l4+1/2,i4+1/2,5+1/2 — Jo l+1/2 i+1/2,541/2
Bo,l+1/2pl+l/2 At
(k+1)

q 0
+ §0P2vp'sé)

141/2,i41/2,5j4+1/2
~ (k+1)
+ 5 VS
~ (k)
Q412 T RI41/2
Bo,l+1/2 47TAP1/2
=0 (5.483)

141/2,i41/2,j+1/2

The condition to maintain density constant at each radial location v/, leads there-
fore to an additional term, that adds to the operator which describes damping of Maxwellian
electrons on suprathermal ones. With this approach, the Fokker-Planck equation is slightly
non-linear, provided the fraction of runaway electrons remain small as compared to the
bulk one.

Furthermore, the electron distribution function is not a Maxwellian in the vicinity of
p = 0, since an ad-hoc source term of particle with no velocity is added. This approach is
therefore questionable for its validity, owing to the basic assumptions that are used to de-
rive the linearized Fokker-Planck equation around a Maxwellian bulk. Therefore, in order
to avoid this singularity, an alternative approach may be to add a source term normalized
to F%)lii /2 but, whose distribution function is an exact Maxwellian corresponding to the
electron temperature at Yry1/2-

In that case, in steady-state regime, the flux divergence Vy, - Séo) is no more null at
each plasma location, but is given by the relation

. O
PP lipjzatiyzgee - D2 20T, 1112) % (e z+1/2) eldt1/2

(5.484)
where T, (¢l+1 /2) = Tt 14172, which corresponds to the existence of an external Maxwellian
source term. By definition,

ngg—Inp—1  p(0)(k)

27 Z Z Rl+1/2 P —Y Y exp

j=0 =0 [27TTel+1/2]

2—1—1/2
(1 + Yir1/2,i+1/2) Tet12

0
X pi+1/2APi+1/2A§0,j+1/2 = F%}iiﬂ (5.485)
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and the Fokker-Planck equation becomes simply

~ )(k+1) )(k)
qi+1/2 P2 fo A+1/2,i41/2,5+1/2 fo JH1/2,i4+1/2,5+1/2
BO,H—I/Z i+1/2 At
~ (k+1)
+ Lpv, sy
By 14+1/2,i4+1/2,j4+1/2
~ (k+1)
+ Lp?v, -8l
Bo I+1/2,i+1/2,j+1/2
- 2 pO)k) P
Q12 Piva2t Rit1)2 Pit1/2
Boy1/2 [27TT6,Z+1/2] 8/2 (1 + Vi+1/2, z+1/2) e,l+1/2
= 0 (5.486)

Though this technique is in principle the most consistent with the underlying physics,
it has also still some numerical drawbacks, because of the forward time differencing. It
is well known that such terms put strong limitations on the time step value At, in order
to preserve numerical stability. A coarse estimate of its level can be deduced from the
condition

rO®) 2 O
RI+1/2 —_— i+1/2 0,0+1/2,i+1/2,j+1/2 (5.487)
(27T, 1412 (T +v41/2,041/2) Teqr1y2 At
(k)
Assuming fo JH1/241/2,41/2 = fOM 1+1/2,i41/2,j41/20 1t turns out that
A O®
— RER g (5.488)
Me 1412

where n, 172 = ne (wl 11 /2) is the local electron density. In normalized units, as defined
in Sec.6.3, time step of the order of At ~ 1073 — 10%* are used to reach in few iterations
the steady-state solution. Therefore, F(O)l+1/2/ne 1+1/2 must be lower than 10~ 5 -107%1
order to avoid onset of numerical instabilities, which corresponds usually to normahzed
Ohmic electric field less than 0.05.

Finally, the ultimate and most simple approach to deal with the loss of runaway elec-
trons is to enforce the electron distribution function at each time step. Defining a numerical

density nikl)Jrl /2 at time step k

neg—1ln,—1

_ (k)
2 Z Z fo l+1/2 z+1/2,3+1/2pz+1/2Api+1/2A§07j+1/2 = Neit1/2 (5.489)

this procedure corresponds to the following replacement

0)(k) Nel4+1/2 ,(0)(k)
fo,z+1/2,i+1/2,j+1/2 %) fo A41/2,041/2,j41/2 (5.490)
e,l+1/2
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This procedure is equivalent to reinject electrons in the plasma so that local density is
steadily maintained. The main advantage of this method is that it preserves the implicit
or backward numerical time advancing. Furthermore, it avoids flux calculations in order
to determine the runaway rate at ech time step, a procedure which slows down the rate
of convergence. Finally, the normalization procedure is general and may be applied for
any process that leads to local electron losses, like radial transport, magnetic ripple losses.
For this reason, this method is chosen, if needed, for the code. However, even if this
technique is numericaly very powerful, and physicaly justified, it may hinder some artificial
numerical electron losses resulting from an improper numerical flux balance in each cell.
Consequently, it is crucial to benchmark the Fokker-Planck code without this option, in
order to verify that the conservative scheme is well satisfied and that electron losses remain
always small.

Lower hybrid wave and very high temperature plasmas For the Lower Hybrid
current drive problem, difficulties similar to the runaway problem may take place in the
core region of the plasma, when the electron temperature is very high. For this quasi-
electrostatic wave, the resonant interaction with the plasma takes place along the magnetic
field line, as discussed in Sec. 4.3.2, and therefore, a tail of very energetic electrons is pulled
out from the bulk in the parallel direction p| as for the Ohmic electric field. Unlike the
Ohmic case, the domain of interaction for the Lower Hybrid wave is bounded in momentum
space, and is given by the well known wave-particle resonance condition

R (5.491)

|| min ~ || max

where the relativistic factor v = /1 + (ﬂthp)Q, Bin = v /c and p? = pﬁ + p%. On the axis
p1 = 0, the resonance domain is given by the relation

LH,0 0 LH,0
P min < D < D) max (5.492)
where
v|’|:H.
LH,0 min
[min = - (5.493)
LH
\/1 - <6th’UHmin)
and
oLH
LHO _ | max (5.494)

p||max - 2
1 (i)

When p; # 0, the lower bound of the resonance condition becomes

LH 2

pHmin

LH,0 - /thpi =1 (5495)

|| min

while the upper limit is
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Figure 5.3: Lower Hybrid boundary problem

LH 2

P
LE’?‘O" — Bt =1 (5.496)

|| max

For very cold plasmas, i.e. when ﬁfhp?nax < 1 since p| < pmax,

LH LH,0
p min =p i
{ || m | ot (5.497)

pHmax ngmax

and resonance domain boundaries are straight lines parallel to py = 0 axis. In that
case, electron losses are naturally very weak, since at the intersection of the resonance
and integration domains, the wave-induced flux is nearly tangent to the boundary of the
integration domain. Since pmax ranges usualy between 20 — 30, £y, must be much less than
0.01, which corresponds to electron temperatures less than 0.06keV. Such a condition is
never encountered in tokamak plasmas, except close to the very edge.

Because of relativistic corrections, lower and upper boundaries of the Lower Hybrid
resonance domain are hyperbolic functions of p, which indicates that the wave induced
particle flux always crosses the integration domain. The curvature of the resonance domain
boundaries as a function of p| depends directly of By, as shown in Fig. 5.3 and therefore,
one may expect that particle flux induced by the wave may be nearly perpendicular to the
integration domain boundary. This is the worst situation, for which important losses of
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electrons may take place if the quasilinear diffusion is very large between pﬁﬁin and pﬁgax,

as for the runaway problem. In such a regime, a tail of very energetic electrons is pulled
out from the bulk up to the integration domain, and the accuracy of the current driven
by the wave as calculated by the code is highly questionable, when a significant fraction
of this population leaves the integration domain.

This difficulty becomes rapidly important when Sy, increases as a consequence of the
forward peaking of the electron dynamic because of the relativistic corrections. In that
case, the total kinetic energy comes into play, and therefore electrons with a high p| com-
ponent will interact resonantly with the wave at larger p values because of their increasing
mass.

It is difficult to introduce an unambiguous criterion which defines limits beyond which
electron losses become important, since there is an interplay between the shape of the
resonant domain, and also the absolute level of the quasilinear diffusion rate. As discussed
in Sec. 4.3.2, its value is given by the relation

—RF(0 Ypre 1 1o, B% € _RF6, | b 2
Db,n()(p,fo) = C e — 20, Dy |00, (kb)( X

p 1€l AG Ro BY% &,

H (0 — Ouvin) H (O — 00) [; Z] 6 (N = Nh,) (5.498)
T

o

which roughly decreases as pil. This dependence, usually neglected since the shape of the

plateau in the distribution function is independent of the value of E&E(O) when the quasi-

linear diffusion rate is very large, is however very important when the 2 — D momentum
dynamics is fully taken into account. This is in fact the only way to avoid unacceptable

electrons losses, and ppax must determined so that 555(0) < 1 at the boundary of the in-
tegration domain. Indeed, curvatures of the resonance domain boundaries as p| increases
are not favorable for a reduction of the losses, since at high energy, the flux of particles in-
duced by the Lower Hybrid wave becomes more and more perpendicular to the integration
domain.

As shown in Fig. 5.3, the only possibility for particle losses to remain at an acceptable
small level whatever the quasilinear diffusion level, is that the upper boundary of the
Lower Hybrid resonance domain crosses the integration domain at p /pmax > 1/v/2. This

purely geometrical effect put very strong limitations on the lowest level of the parallel

refractive index nﬁﬂin that can be studied. Indeed, , pﬁﬁ;j{ (p1L = 0) is therefore given by
the relation,
LH,0 2
Dmax = 1/ pT + Bt2h (5.499)
max
or )
Lo - Pmax (5.500)

(Y —
|| max
\/i 1 Btzhp?nax

In term of parallel refractive wave index, the previous condition is equivalent to the
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simple relation

1+ B phax
LH ¥ Tt (5.501)

n =

| min BthPmax

where the usual resonance relation
1 1
LH
) = — 5.502)
|| max TH (
ﬁth n|| min

is used. In the limit ﬁ?hplznax > 1, vl becomes independent of ppax

|| max
1 1
LH
v ~ 5.503
|| max \/§ Bin ( )
which equivalent to
nfl 2 V214 (5.504)

This result confirms that increasing pmax is useless in order to reduce particle losses,

if the quasilinear diffusion coefficient Eif(o) remains very large over all the quasilinear
resonance domain, except if the parallel refractive index is small. In most calculations,
Pmax =~ 20 — 30, and since in the core of the plasma By, ranges between 0.14 and 0.17,
B2, P2ax = 7.8 — 26, which fully justify this approximation.

As discussed for the runaway problem, particle losses are compensated by the nor-
malization of the electron distribution function at each time step. However, when nﬁgl N
exceeds v/2, a warning is send by the code, in order to indicate that strong particle losses
may take place if the quasilinear diffusion coefficient is large at the boundary of the inte-
gration domain.

Treatment of the trapped region Since characteristic times for collision, RF quasilin-
ear diffusion and Ohmic electric field acceleration are all much larger than the bounce time
in the weak collision “banana” regime, féo) (Y, p, &) = féo) (¥, p, —&) when |[&| < Eor.
Therefore, symmetrically place points around &, = 0 are equivalent in the trapped region,
a physical property that is described by the term [% > U]T in the bounce averaging pro-
cedure in Sec. 2.2.1. This effect introduces a new internal boundary corresponding to the

trapped-passing transition, and an external one at £y = 0, since by symmetry,

0y
9o

The Fokker-Planck equation is then solved in a reduced domain of integration, where
the momentum phase space corresponding to —£gr < &y < 0 is removed. Once determined
in this reduced domain, the distribution function is recovered on the whole space, by
enforcing the condition féo) (Y, p, —&o) = féo) (1, p, &) in the interval || < &or.

A specific treatment of the new internal boundary must be considered, so that flux
continuity is correctly described between co- and counter-passing regions, despite the

(&=10)=0 (5.505)
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Figure 5.4: Trapped domain and related flux connections

reduction of the phase space domain. Let define grid points

1: l+1/2,i+1/2aj;,l+1/2_1/2

2: (L+1/2,0+1/2,57 5 +1/2

3: l+1/2,i+1/27j7_“,l+1/2+1/2 (5500
4 l+1/2,i+1/27j;,z+1/2_1/2

[ 5:(1+1/2,i+1/2, 45, +1/2)

where jr, = (ng, +1) /2 = (j;,l+1/2 +jil+1/2> /2, as indicated in Fig.5.4. Here IT141)2
is the index that corresponds to the trapped/passing boundary {y = —&pr, while j;f’l +1/2
corresponds to the symmetric boundary with respect to the axis &, = 0, i.e. &y = &or-

By definition, grid points 1 and 3 are in the trapped region, just placed below and above
co- and counter-passing boundaries respectively at opposite sides of the axis £, = 0 and
with the same distance to this axis, while grid points 2 and 4 have a similar arrangement
but are placed in the co- and counter-passing regions respectively right after the trapped-
passing boundary. The grid point 5 is placed on the right side of the axis £y = 0, in the
trapped sub-domain 0 < &y < &gr.

Before performing the reduction of the domain of integration, the symmetry inside the
trapped region must be enforced according to the relation

=(0) =(0) =(0)
My i1/2i41/2,5++1/2 = <Mp,l+1/2,z‘+1/2,j++1/2 + p,l+1/2,i+1/2,j+1/2> /2 (5.507)

where jr, = (7 +77) /2, with Jrpi12 < J° < Jr or an in equivalent manner jy, <
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Figure 5.5: Momentum flux connections for grid point 1 in the trapped region

jt < j; 1+1/2° This procedure allows to correctly account for some processes that are not
symmetric 1n pj, like wave-particle interaction.
The reduction of the domain of integration in the momentum phase space leads to

=(0)
introduce a new matrix, M, whose coefficients are defined as follows
pil1/2,i41/2,5'41/2 = Mp 141 /2,i41/2,54+1/2 (5.508)

with 7/ = 7, when 0 < j < IT 1412 and j/ = j — when j7, < j < ng, — 1. Here,

Mo 141/20

Negriinge = (j;,l+1/2 _j:F,l+1/2> /2 corresponds to the number of grid points removed

in the pitch-angle direction, and with this definition, it can be easily cross-checked that
Jry — Neoraviy2 = jiF,l+1/2'

Furthermore, since grid point 3 is no more considered in the calculations while grid
points 3 and 1 are equivalent, flux relations between neighboring grid points 4 and 3 must
then be replaced by new relations wich link grid points 4 and 1. Much in the same way,
flux relations between grid points 2 and 3 no more exist, and therefore, the flux relation
between grid points 2 and 1 must be modified accordingly. This procedure leads to add

—(0)
six new set of coefficients to the matrix M

p » hamely

—(0)

pl+1/2,i-1/2, [j’leH/Q—l/Q} e 1412
=—(0)

M o [
pl+1/2,i+1/2, []T,l+1/2_1/2} T
—(0)

M . L,
PAHL/2043/2, 11 1 0= 1/2] Fneg s

(5.509)
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Figure 5.6: Momentum flux connections for grid point 4 in the counter-passing region

and
—(0)
p’l+1/2’i71/2’[j/TJ,rlJrl/Z*l/ﬂ “Meorit1/2
—(0)
i i Ryl
Mp,l+1/2,7,+1/2,[]&:’:l+1/27]_/2} Mot (5.510)
—(0)
Mp’l+1/2’i+3/2’[j/TJwrlJrl/?_l/ﬂ “or,i+1/2
while matrix coefficients
( —(0)
My i1/2:i-1)2, [j’leH/fl/z] 11
=(0)
My i41/2:i41)2, [j;l+l/2_1/2]+1 (5.511)
—(0)
M, 141)2,43)2, [j’TjHl/?—uQ] +1
and
B
PA+L/2i=1/2, 5,1 o= 1/2] 41
=—(0)
My, 11724172, [ 1002 1/2] 41 (5.512)
=—(0)
PA+1/2,043/2, 151 = 1/2] 41

— R /4 o+ . .
where I 1412 = IT041)2 and IT 14172 = ITu1/2 ~ Moriinye must be modified accordingly.
s shown in a graphic form in Figs. 5.5 and 5.6,
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—(0)

Mp,l+1/2,i71/2,[j’leH/Q,l/Q]H =0

=(0)

Mp,z+1/2,z'+1/2,[j’ij/z,l/g]H =0 (5.513)
=(0)

My, 1112432, [ o172 41 = 0

since the distribution function at grid 4 is no more connected with the one at grid point 3
or 5, but to the grid point 1 only. Furthermore, since grid points 1 and 3 are equivalent,
their clockwise flux links with grid point 2 are only half in order to avoid counting them

twice. Therefore,
—(0) =(0)
pl+1/2,i-1/2, [j/Tle/?_l/Q] T Mp’Hl/Q’Fl/z’ [j,TTlH/?*l/Q] e 112 2
—(0) =(0)
pl+1/2,i+1/2, [j'TTm/z—l/?]Jrl = Mp,l+1/2,z'+1/2, [j;,l+1/271/2]+1+n50TVZ+1/2 /2
—(0) —(0)

M, 11)2,43)2, [j’Tle/Q—lm] 11

M /2

pl+1/2,i+3/2, [j;m/fl/z] e 112
(5.514)

Moreover, since counterclockwise flux that links grid points 3 and 4 is equivalent by
symmetry with clockwise flux that links grid points 1 and 2 , one obtains,

—(0)

pl+1/2,i—1/2, [j’leH/fl/Q] g i1
—(0)
My 1)2,41)2, [j’leH/fl/Q] e i
=(0)
My 141)2,43)2, [j’leH/Q—l/z] Freor 12

—(0)

pl+1/2,i—1/2, [j’Tfl+1/271/2] Mg ii1o
—(0)
M, 1/2,41)2, [j’Tle/fl/z] Mo i1z
—(0)
My 1)2,i43)2, [j’Tle/fl/Q] Mgttt

=(0)
M, 191y, [j’Tfl+1/2—1/2] gy
ﬁ(o)

pl+1/2,i41/2, [j’Tfl+1/2—1/2] Hltnegr 41
=(0)

pl+1/2,i43/2, [j’Tfl+1/2—1/2] e 12

(5.515)
_ ﬁ(o) /2
— pl1/2,i—1/2, {j’Tle/Q—UQ] e 11 o
=—(0)
— W /2

pl+1/2,i+1/2, [j’T'le/Q—l/Q] g 10

—(0)

) ) 2
pl+1/2,i43/2, []'Tfl+1/2—1/2] +1+n§0T7H_1/2/

(5.516)
Finally, for the external boundary at £ = 0, all matrix coefficients at grid point
J1, + 1/2 are forced to zero, except two,
—(0) _
p,l+1/2,z'—1/2,[]"TTZJF1/2+1/2}Jméomﬂ/2 =
T 4 o = -1 (5.517)
p,l+1/2,i—1/2, |:],IT’Z+1/2+3/2:| BRIV
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5.7. Boundary conditions

Eo=Sor ApL E"?MR &o=Cor
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detrapping threshold
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Figure 5.7: Heuristic magnetic ripple modeling. The trapped/supertrapped boundary

varies as well as the collision detrapping threshold are both functions of the radial location

since jél‘;Hm =T — Neorivie = jé’o'

Magnetic ripple losses Super-trapped electrons with p;/p. < 1 are very sensitive

to all the details of the magnetic configuration, and may be lossed in the local magnetic

wells because of the finite number of toroidal magnetic field coils. This effect requires in
principle a full 3 — D spatial calculation, that is beyond the present theoretical frame here
described, as for the stellarator magnetic configuration. Nevertheless, some interesting
results may be obtained, by considering that super-trapped electrons whose banana tips
fall in the magnetic well drift vertically in an irreversible manner and leave therefore the
plasma. This process takes place provided their kinetic energy is large enough so that the
detrapping probability by collisions remain negligible.

Describing this effect is consequently equivalent to introduce new external boundaries
in the trapped region, in order to describe in an ad-hoc manner this physical effect. This
approach is justified because the drifting time across the plasma is short enough for the
locally trapped electrons in the magnetic ripple to neglect their contributions to the overall

momentum dynamics.
For this purpose, an Krook term is introduced in the Fokker-Planck equation

O (5.518)

k+1)
= VMRJ'H/27i+1/27j/+1/2fO,l+1/2,i+1/2,j’+1/2

or”|

14+1/2,i+1/2,j+1/2
where Varg 141/2,i+1/2,5+1/2 18 an effective loss frequency, whose value is a function of the
super-trapped domain as shown in Fig. 5.7. This loss frequency varies therefore with the

radial location ;11 /o, but also with momentum p; /5 and pitch-angle &g ;11 /5. Outside
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5.7. Boundary conditions 5. Numerical calculations

this domain, vyrgi41/2,i4+1/2,5/+1/2 18 set to a zero so that losses are always negligible on
the time scale for the steady-state distribution function to build-up. Conversely, inside

. . - < £ < £,
the domain characterized by the pitch-angle boundary 0 < £y 4 1/2 < 50’]];&1“/2“/2

and p;11/2 > PyR,i41/2, Where j;\;R,l+1/2 is the index below which particle are lossed in
the magnetic ripple, and pysg 112 1s the momentum detrapping threshold by collisions,
VMR,I+1/2,i+1/2,j/+1/2 is usually taken constant and much larger than Tt_l which is the
smallest time scale here considered, namely the transit time. The matrix is then simply
modified according to the following rule

—(0) —(0)
M, iv1y2i01/2,5 1172 = Mpiviy2iv1/2,541/2 = VMRI41/2,i41/2,5'+1/2 (5.519)

With this method, it is not necessary to introduce additional specific conditions and
moreover the implicit time scheme is fully preserved. By definition, the Fokker-Planck
equation is no more conservative, but particle losses are compensated by the normalization
technique at each time step, as for the runaway problem. This is an acceptable technique,
provided level of losses due to magnetic ripple is small as compared to the electron bulk
density.

Spatial dynamics

Internal boundary For the dynamics in configuration space, since the problem has
only one dimension, the internal boundary must be only specified at ¢ = ¢y = 0, which
corresponds to the condition

f(gO) (¢>p7 50) = fO(O) (_¢7p7£0) (5520)

Using the same approach as for the momentum dynamics, Ay must be defined at this
location. Hence

1
Ay = B (A%/z + A1?—1/2) = Aty o (5.521)
using AY_q1,9 = A . Since A =1 — g, and = Y1:% one obtains finall
gAY 1/2 7#1/2 ¢1/2 (0 o, 1/11/2 3 Y
Avhg = 2919 (5.522)

because ¢y = 0.

It is important to note that internal boundary conditions are also only needed for
the evaluation of cross-derivative terms, since in the discrete form of the Fokker-Planck
equation using two grids, as shown, in Sec. 5.4.2, it is automatically fullfiled for other
terms. Indeed, at fixed p;11/2, 80 j4+1/2

(k+1)
ey, sO

By 1/2,i+1/2,j+1/2
2 (k+1)
Piy1/2 9 < Bro (0)>
_ _Pip 9 (Ryg2Pozs (5.523)
A1/2,5+1/2 oY By v 1/2,i41/2,j+1/2
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or
~ (k+1)

By 1/2,i41/2,j41/2
B z+1/2 BPro1 1417200 (k+1)
DV e L TR (5:524)

)

(0)(k+1)

since RODBPO’OS#)O +1/2,54+1/2

= 0. Indeed, Bppo = 0 on the magnetic axis.
External boundary As discussed for the momentum dynamics, a primary condition
of the code is that electron density profile is preserved. As for the particle losses in
momentum space, this can be performed by injecting an equivalent number of particles at
p = 0, in order to compensate the particle flux leaving the integration domain because of
diffusion across magnetic flux surfaces. It corresponds to a reaction of the bulk, because
of the occurence of a small electric field, generated by the electron transport so that the
overall electron density profile is kept constant. By this method, a steady state regime
may be achieved, and it is not necessary to specify which type of mechanism is at play,
diffusion or convection.

Let define the local variation of the electron density An! l)+1 /2 at time step k because
of spatial transport by the simple relation

A?’L(k // wap>£0) (0)(k_1) (w»]% 50) A (w,fo)depdgo (5525)
It can be expressed in term of a loss rate
rP® () = An®) () /At

by introducing the integration time step At and the flux balance gives on the discrete
mesh is

ngofl
(0) _ (0) (0)
27UDOSlerl/z 0,j+1/2 Z Ao jy1/2 = 47Tp05p 141/2,0,j41/2 = L1412 (5.526)
=0

assuming like for losses in momentum space that the flux has no pitch-angle dependence
at pg. The zero order Fokker-Planck equation becomes simply

(0)(k+1) (0)(k)
fD A4+1/2i+1/2,5+1/2 fo A+1/2,i+1/2,5+1/2

Q41/2
Dit1/2 At

Boy1/2

~ (k+1)
q 0
+ 57V sy

q 2y (0)
—— . S
Bop ¥ ¥

141/2,i4+1/2,j+1/2
(k+1)

141/2,i41/2,j+1/2

~ (0)(k) (0)(k)
Q)2 FR,l+1/2 +FT,I+1/2

Boy1/2 47 Apy /o
— 0 (5.527)
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5.7. Boundary conditions 5. Numerical calculations

in order to maintain electron density at each time step. By definition, radial transport or
runaway play a similar role, and as a result their respective contributions are equivalent
in the Fokker-Planck equation. If the electrons that are reinjected have a Maxwellian
distribution function corresponding to the electron temperature at ;. /o, one may obtain,
as for the runaway problem,

~ f 0)(k+1) f(O ) (k)
Q412 0 0,0+1/2,i41/2,5+1/2 ~ J0,041/2,i+1/2,j+1/2
Boit1/2 /2 At

(k+1)

q 0
+ §0p2vp . S;)

141/2,i4+1/2,j+1/2
~ (k+1)
9 2o g

+ Bop Vy Siﬁ

14+1/2,i+1/2,j+1/2

~ (0)(k) (0)(k)
Q1412 p2 FR,Z+1/2 + FT,l+1/2 exp Pit1/2
By T2 [27TTe,l+1/2]3/2 (1 + Yig1y2,i41/2) Teqs1)2
= 0 (5.528)

Finally, for cross-derivative terms, one have to determine A1, at the boundary of the
integration domain. It is readily given by relation,

Aty =2 (¥, = ny-12) =2 (Yo = tny-12) (5.529)

as done for p, since ¥n,, = Yq.

Treatment of the trapped region The radial transport equation is greatly com-
plicated by the presence of trapped electrons, since the diffusion across magnetic field
lines may contribute to trap or detrap particles who are in the close vicinity of the
trapped /passing boundary, because of the radial dependence of this boundary, as shown
in Fig. 5.8. By definition, this process takes place intrinsically at fixed magnetic mo-
ment, a fundamental assumption of the flux conservative form of the bounce averaged
Fokker-Planck equation, as shown in Sec.3.5.1.

The matrix build-up is therefore quite complex, since one has to take into account
that counter-passing electrons may be trapped when they diffuse towards lower magnetic
regions of the plasma, while conversely, trapped electrons may be detrapped by crossing
magnetic flux surfaces in the high magnetic field side direction.

Let define three neighboring grid points at radial locations ¢;_1/5 ;4172 and ¥yy3/2

and corresponding trapped/passing boundaries §0T . Sor it j and &y .+ j , since
JTi-1/2 Jri41/20 JT43/2]

non-uniform pitch-angle grid mesh is designed so that each boundary is exactly placed on
the flux grid. By definition, since

4
é0T7]T,l+3/2

(5.530)

-+ < i+
éoTJT 1+3/2 éOT’]T 1+1/2 fOT’]Tl 1/2 §0T’]T,l—1/2 €0T7]T,l+1/2
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Figure 5.8: Trapping and detrapping process induced by radial transport

the following relation holds

Irgesse < ITie1/2 <Jri—1/2 <JITo <JIri_172 <IT041/2 < IT143/2 (5.531)

Here j7;, is the index of the grid point corresponding to the axis {y = 0 in the trapped region
at 1y41/2. This defines naturaly eight different regions in momentum space at ;1 /5, where
spatial fluxes must be considered. Since matrix is reduced in momentum space, because
the region j,_ 4172 < Ji—1 /2 < ITo 111 /2 is not considered in the calculations, one has therefore
to consider effectively only six regions, namely corresponding to

Iravas2 <JIrigije (5.532)
and

. . . .
ITo < Jri-1/2 < Irg41/2 < ITi43/2 (5.533)

. . = = I+ 4 .
or using relations jp, .y o = Jp 10 A0 Jry g9 = I 4170~ Morisye

i— i/~ i+ /4 /4
Irissse <JITiv1/2 <JIri-1/2 <JIri41/2 < IT143/2 (5.534)

As for the momentum dynamics, the reduction of the domain of integration in the mo-
—(0)
mentum phase space leads to introduce a new matrix, M,, . Obviously, the main diagonal

is fully preserved, and therefore

=(0) =(0)
My /21 /2,50+1/2 = My 1/2,i41/2,5+1)2 (5.535)
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5.7. Boundary conditions 5. Numerical calculations

provided j' < j;,l 120 while

My 1ppiviyzginje = Mygerjpinyo ie/dine, . (5.536)
when for j/ > j;r 1+1/2° Only off-diagonal matrix coefficients have to be modified, because

of the presence of trapped and circulating electrons. Indeed, these coefficients reflect the
particle flux transfer between different location.
If j/ < j’T_l 132 matrix coefficients are given by

—(0) —(0)

¥%§—1/2,i+1/2,j'+1/2 = £%§—1/2,¢+1/2,j'+1/2 (5.537)

My 143/2i41/2,54172 = My i43/2,i41/2,5'+1/2

and for jé“_,l 4372 < j < j;“_,l 120 the simple relation still holds for one matrix coefficient

only
=(0) =(0)
My 1iv125412 = Myi-1/2501/2,511/2 (5.538)

since the trapped region is narrower at ¢;_1 /5 as compared to ¢;,1/2. But since counter-
circulating electrons become trapped by diffusion from ;15 — ;43,2 and electron
dynamics in the domain j., 4372 < J < jr, is removed and replaced by its counterpart in

the positive pitch-angle region jp, < j < j;ﬁ 143/2) it turns out that

=(0)
My 1372017254172 =0 (5.539)
and the flux link must be replaced by

—(0) =(0)

¢7l+3/271+1/27[‘7/+1/2}+2(]T0_(]/+1/2))_n£0T71+3/2 = Ml/),l+3/2,l+1/2,]’+1/2 (5540)

taking into account of the mirror indexing around the axis £y = 0, and the fact that matrix
blocks corresponding to different radii have different sizes.
In a general way, when j' > jé;l 120 the following rule applies

—(0)

M , , =0

Q%§_1/272+1/27] +1/2 (5.541)
My 113/2i41/2,5+1/2 = 0

all corresponding matrix coefficients being replaced by new ones according to the relations

=(0) =(0)
wvl_1/27i+1/27[j/+1/2}+(RGOT,H_l/Q_n§OT’l_1/2) = ¢7l_1/277:+1/2=[j,+1/2]+n€0'1"7l+1/2
—(0) =(0)
Mw’l+3/2’i+1/2’[jl+l/2]+(n50T,l+1/2 _néoT,l+3/2> - Mw’l+3/2’i+1/2’[jl+1/2}+”50T,z+1/2
(5.542)
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wether electrons remains trapped or co-passing, or become trapped by the outward radial

transport or detrapped by the inward cross-field diffusion. Since ng. ., 2~ Meory_vja > 0
and Neoririe — Mor,iys)2 <0,
[j/ + 1/2] + Neoririe — ori—1)2 > j, + 1/2 (5 543)

[j, + 1/2] + Neorivise ~ Woritase ) < i+ 1/2

which indicates that diagonals shrink when trapped/passing boundary is crossed, i.e. j" >

—(0) —(0
j; 1+1/2° Therefore, matrix M,, contains much more diagonals than M fp) which has only
three ones.
At 1 = 0, there is no need to specify the spatial flux S (0), with the two grids technique.

0)(k+1 . .
Ep)( 1) = 0, no particle accumulation occurs
0,i+1/2,j+1/2

naturaly at ¢ , and at this singular point fé?l)/(s,;i)l 2412 = O(Ol(f/;lzll /2,j41/2
fullfiled.

At the plasma edge 1, i.e. at the boundary of the integration domain, there is also no
need to specify any condition on the flux of fast particles are leaving the plasma definitively,
as for the runaway problem. Consequently, even without any external perturbation, the
fact that radial transport of fast transport leads to strong departure from the Maxwellian
momentum dependence at all radius.

As for the dynamics in momentum space, Ay must be specified at the boundaries of
the domain of integration. One finds that

Since by construction Rmin,058p min,0S

is well

Arpg = 24Py o (5.544)

since Yo = 0, and

Aty =2 (n, = Yny172) =2 (Yo = Yny 1) (5.545)

noting that ¢n,, = ¥q.

5.7.2 Up to first order term: the Drift Kinetic equation

Since the first order bounce-averaged drift kinetic equation may be expressed in the same
conservative form as for zero order Fokker-Planck bounce-averaged equation, most of the
boundary conditions apply in a natural way without additional specifications, in particular
at p =0 and |§| = 1, as a consequence of the two grids technique, one for the fluxes and
the other for the distribution function.

In matrix form, the general expression of the first order bounce averaged drift kinetic
equation

e+ +Ewt=-{c(f)}-{e(f)}-{e(H)} (5.546)
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becomes
i =i+17" —J+1

(0)(k)
Z Z p,z+1/2 i +1/2,5"+1/290,141/2,i +1/2,5"+1/2
i'=i—1j"=5-1

3 0)(m=1)(k
+p?+1/2C(0) (fM,l+1/2,i+1/2,j+1/27 §§O,j+1/29[(+)1(/2 z+)1(/2),]+1/2>

i'=i+15"=j+1 _
- Z Z p,l+1/2 i +1/2,J”+1/2fl+1/2 i'+1/2,5"+1/2

i'=i—1j"=5—1
i =i+11 =l+1 _

o Z Z wl’+1/2z+1/2J+1/2f01f+1/2z+1/2,;+1/2
i'=1—11'=l-1

~ 3 0)(m=1
_P?+1/2C(0) (fM,l+1/2,i+1/27j+1/27 §€O,j+1/2fl(+1/2 z+)1/2,j+1/2> (5.547)

or
i'=i+1j" —j+1

(0)(k)
Z Z D, +1/2 i +1/2,5"+1/290,141/2,i +1/2,5"+1/2
i'=i—1j"'=5-1

3 0)(m=1)(k
+p22+1/20(0) <fM,l+1/2,i+1/2,j+1/27 550 g+1/291(+)1(/2 z+)1(/2),]+1/2)

0

14+1/2,i+1/2,j+1/2 (5.548)

where

i’ =i+15" 7‘7-"-1

W) = -2 > M A
I+1/2,i+1/2,54+1/2 p,l+1/2 V4+1/2,5"+1/2) 14172,/ +1/2,5"+1/2
i'=i—1j"=j—1

d=i+1U=l+1 _
(0)(k)
o Z Z ¢ l’+1/2 i'+1/2, J+1/2f0 U172, +1/2,5+1/2
i'=i—10'=[-1
~ 3 0)(m=1)
_p?+1/20(0) (fM,l+1/2,i+1/2,j+1/27 2€o,j+1/2ff+1/’§Hmﬁm)
(5.549)

Here, (k) is the iteration index number, while C(*) and C© are the electron-electron
self-collision operators that make the equation non-linear.

Internal boundaries for function g(©)

In the weak collision “banana” regime, it is shown in Sec.3.4 that g(O) (¥, p,&) = 0 for
trapped electrons. Therefore, the drift kinetic equation must be solved in a reduced domain

of integration, as for f (0) (w, D, &), but with different and more simple internal boundary
conditions. Indeed, the only constraint is to enforce the condition ¢f (@Z),p, &) = 0 for

10| < o
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Figure 5.9: Trapped domain for the first order distribution g

Let define grid points

D4 1/2,0+1/2, 40— 1/2
L+ 1/2,i+1/2,50 10 5 +1/2
L4+1/2,0+1/2, 57,45 +1/2
L41/2,0+1/2, 50449 — 1/2

(5.550)

N N

as indicated in Fig.5.9. Here jr, , /2 is the index that corresponds to the trapped/passing

boundary & = —&gr, while j}“’l 112 corresponds to the symmetric boundary with respect
to the axis £y = 0, i.e. & = &or.

Since ¢(® is prescribed in the trapped domain, all the region may be removed from
the calculations, and the reduction of the domain of integration in the momentum phase

—(0)

space leads to introduce a new matrix M, whose coefficients are defined as follows

—=(0) —(0)
My iv1/2,i41/2,5+12 = Mpi41/2,i41/2,541/2 (5.551)

=

with j' = j, when 0 < j < jp;\y, and j' = j = mg,,,, ,, when j;lH/Z < j < ng.
Here, Meoriinjn = jitl+1/2 — j;l+1/2 corresponds to the number of grid points removed in
the pitch-angle direction, and with this definition, it is easy to cross-check that j'T+l 12T

j;l+1/2 = j;le/Q - j;l+1/2 — Megpiiryn = 0 Since grid points 2 and 4 are not connected,
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the following condition applies

—=(0)

]\410,l+1/2,i—1/2’[]'/T,erl/Q_l/Z]Jrl -

—(0)

Mp,l+1/2,i+1/27[J”T,z+1/2_1/2]+1 =" o
—(0)

Mp,z+1/2,z‘+3/2,[J"T,z+1/2’1/2]+1 B

and conversely

—(0)

Mp,z+1/2,i—1/2’[j%,z+1/2+1/2]_1 B

—=(0)

Mpi1/2i01/2, (34 g 1/2) -1 = O "
—(0)

Mp,l+1/2,i+3/27[J’T,z+1/2+1/2]_1 -

where j&,—l 12 = j’T+l t12 = I 120 As internal boundaries match already existing diago-
=0 =(0)
nals of the matrix M, ;11 /21172, j4+1/2» Mpi+1/2,i41/2,j/+1/2 Femains a simple nine diagonal
=(0)
matrix, and is therefore less complex than the 15 diagonals matrix M, ;. 1/241/2,j41/2

corresponding to the Fokker-Planck equation.

Internal boundaries for j“v

Since no inversion is required for calculating the vector Wl(f)l 12,041 /2,j4+1/2) it is consequently
evaluated at all grid points, including those corresponding to trapped electron domain.
Consequently, the reduction along the pitch-angle direction that results from the condition
g0 (¥,p,€0) = 0 is only performed after the calculation of Wy /s 41/2 j41/2 over the full
&o grid. Once done, the prescription on the index number j’ that holds for the matrix

conversion
—(0) —=(0)

My i1/2:i41/2, 54172 = Mig1/2,i401)2,541/2,041/2,i41/2,5/+1/2 (5.554)
may be then applied in a similar way for AW/ZH /2,i+1/2,j+1/2, Which leads to define a new

—~(0)
vector W, 11 1/2i41/2,j741/2 Whose size is reduced

N —(0)

(0)
Wi jaiv1y2.4172 = Wois1/2,i41/2,5041/2 (5.555)
and finally the drift kinetic equation on the reduced grid is simply given by the relation

i'=i+17"=5"+1__(0) —~(0)

E E: M (0)(k) _
Mp7l+1/27i+1/27]'”+1/2go,l+1/2,i’+1/2,j”+1/2 - Wp,l+1/2,i+1/2,j'+1/2 (5.556)
ir=i—1j"=5'—1

where all the trapped electron domain is removed.
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External boundaries

The problem of external boundaries discussed in Sec. 5.7.1 for the zero-order Fokker-
Planck equation may be applied in a straightforward manner to the first-order drift kinetic
ones, since it may be expressed in a similar conservative form. Consequently, if the zero-
order Fokker-Planck equation conserves the total number of particles without specific
conditions, the solution g may be found without additional constraints at the boundaries
of the integration domain. Conversely, if Dirichlet conditions are considered for the Fokker-
Planck equation, like enforcing the Maxwellian solution at p = 0, similar and consistent
conditions must be also applied for the drift kinetic equation.

5.8 Moments of the Distribution Function

5.8.1 Flux discretization for moment calculations

The calculation of momentum-space moments of the distribution function, such as the den-
sity of power absorbed or the stream function, requires to calculate the bounce-averaged

)

momentum space fluxes S( associated with a distribution function. Considering a given

distribution function f(© (which could be féo), f(o) or g(o)) and given momentum-space dif-
fusion ]DS))O and convection Fg) )Ocoefﬁcients, associated with a particular physical mech-
anism O (such as collisions, RF waves and DC electric field) and calculated in chapter 4,

these fluxes are given by (3.187) or equivalently (3.216) and their components are

of© \/1 — & (00 df

0) _ 0)0 0 (0) (0)O £(0)

S = —D{ p . D™= & + EV9F (5.557)
o 0odf®  /1-8 (0odf® 0)

Se, = —Dg, o + 5 D& e +F Of (5.558)

e First, both for power density (5.580) and stream function calculations (5.583), we
need to calculate the discretized flux S,SO) at the flux grid point (I +1/2,i,7 +1/2)

(0)
()0 00 of
p,l4+1/2,0,5+1/2 — _Dpp,l+1/2,i,j+1/2 op (5.559)
141/2,i,j+1/2
_ 2
V8 g o7
D; pEl+1/2,i,5+1/2 &
141/2,i,5+1/2
(0o
+F H—l/21,j+l/2fl+l/2,z,j+l/2
The first derivative is straightforward (5.58)
) f o
af I41/2,i4+1/2,+1/2 — Ji1+1/2,i-1/2,j+1/2 (5.560)
op - Ap; '
14+1/2,i,5+1/2
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while the second derivative, similar to (5.60)

(0) 0
of©) f+1/2,z,j+3/2 fl+1/2,i,j—1/2 (5.561)
%o 141/2,i,j+1/2 A&o,j+1 + Ao,
and the convective term both requires further interpolation (5.67)
(0) ©0)
fz+1/2,z,y+3/2 (1 — 5p,l+1/2,i,j+3/2> fl+1/27z‘+1/27j+3/2 +9 7l+1/2,i,j+3/2fl+1/2,¢_1/2,j+3/2
(5.562)
(0) ©0)
fl+1/2,z,]+1/2 (1 - 5p,l+1/2,i,j+1/2> Fivtjaistyzgansz T it jaijassal it jaio1 2541/
(5.563)
© ©
fz+1/2,z,g 12— (1 — 5p,l+1/2,i,j—1/2> fl+1/2,i+1/27]’_1/2 + 5P71+1/Q,i,j—1/2f1+1/2,i_1/2,]-_1/2
(5.564)

The expanded expression is then

0)0
S(O)O o pp,l+1/23,5+1/2
pl+1/2,,5+1/2 = [T Ap;
(0)0 (0) (0)
+Fp,l+1/2,i,j+1/2 (1 B 5p,l+1/2,z‘,j+1/2>] fl+1/2,i+1/27j+1/2 (5'565)
0O
pp,l4+1/2,i,j+1/2 0)0 (0)
+ Ap; + 5 l+1/271,]+1/26p,l+1/2,z,j+3/2 fl+1/2,i—1/2,j+1/2

\/ 50J+1/2 DY} §1+1/2”+1/2 (1 _ 5O

i Afoi41 + Alo, p,l+1/2,z,]+3/2> fl+1/2 i+1/2,j+3/2

\/TMD £1+1/2,i+1/2 5O f(O)

Di A§0,3+1 + A&, P I4+1/2,i,j4+3/27141/2,i—-1/2,j+3/2

\/ = &2 ng 141/2,i,§41/2 (1 50

Di A£0]+1+A€0] pl+1/2,4,5— 1/2> fl+1/2@+1/2,] 1/2

\/TH/Q Dpf 1+1/2,i,5+1/2 5( )

Di A£03+1+A£0 p,l4+1/2,5— 1/2fl+1/21 1/2,j—1/2

e For Stream function calculations (5.585), we also need to calculate the discretized

245



5.8. Moments of the Distribution Function 5. Numerical calculations

flux . at the flux grid point (I +1/2,i+ 1/2, )

(0)
0)0 00 of
Sﬁ,l+1/2,i+1/27j = _Dfp,l+1/2,i+1/2,j 78}) (5566)
141/2,i4+1/2,j
[1 _ ¢2
, EE,141/2,i+1/2,5
Pi+1/2 08 141/2,i4+1/2,j
0o
Fg I+1/2, z+1/2,jfl+1/2 i+1/2,5
The first derivative is similar to (5.57)
(0) (0)
of© fl+1/2 i+3/2,5 fl+1/2,i71/2,j (5.567)
Op 14+1/2,i41/2,j Apit1 + Ap;
while the second is given by (5.61)
(0) (0)
af© f+1/2 i+1/2,j+1/2 fl+1/2,z‘+1/2,j—1/2
o€ Aeo (5.568)
O liv1/2,i41/2, 0.7
The first diffusion term and the convective term both requires further interpolation
(5.69)
(0) (0)
fl+1/2 i+3/2,5 (1 - 5§,l+1/2,i+3/2,j> fl+1/2,z‘+3/2,j+1/2 + 65 1+1/2, z+3/2,]fl+1/2 i+3/2,j—1/2
(5.569)
(0) (0)
fl+1/2 i+1/2,5 (1 - 5f,l+1/2,i+1/2,j> fl+1/2,z‘+1/2,j+1/2 + 55 1+1/2, z+1/2,]fl+1/2 i+1/2,j—1/2
(5.570)
(0) (0) (0)
fl+1/2 i-1/2,5 (1 - 5§,l+1/2,i—1/2,j> fl+1/2,z‘—1/2,j+1/2 + 55 I+1/2,i— 1/2,]fl+1/2 i—1/2,j—1/2
(5.571)
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5.8. Moments of the Distribution Function 5. Numerical calculations

The expanded expression is then

0)0
g0 |V 1= 509 §l+1/2 i+1/2,j

§14+1/2,i41/2,5 — Dit1)2 Afo,
(0)o (0)
+F £,1+1/2, z+1/2] (1 o 6£,l+1/2,i+1/2,j>:| flﬂ/g i+1/2,541/2 (5.572)

B \/ 50,] gg l+1/2 i+1/2,5

+

Dit1/2 ANR
+F(l)+1/2 z+1/2,]5g]l)+1/2 Z+1/2,]:| fl+1/2 i+1/2,j—1/2
pwe
_TEpIH1/2,i41/2,5 (1 _5(0) . ) f ’ ’
Apit1 + Ap; &EIH1/2,i43/2,5 ) 141/2,i43/2,5+1/2
0)0
Dép?l+1/2 i+1/2,5 <(0) f
Apit1 + Ap; El4+1/2,i43/2,5714+1/2,i+3/2,j—1/2
pwe
fp7l+1/2,l+1/2,] (1 . (5( ) )f
Apit1 + Ap; El+1/2,i—1/2,5 ) J1+1/2,i—1/2,5+1/2
poo

Epl+1/2,i+1/2,5 <(0) f
Apir1 + Ap; El+1/2,i—1/2,57141/2,i—1/2,j—1/2

5.8.2 Numerical integrals for moment calculations
Density

From calculations in Sec.3.6, the flux surface averaged density <ne>w +1/2 ab Y4172 may
be expressed as a sum of three terms

0 1 ~\1
(Me)vis1/e = (Me)visije T (Me)vivije + (Medviv)o
the first one corresponding to the zero order Fokker-Planck equation

np—1ng,—1

Git1/2 14+1/2,j+1/2
<n€>Vl+1/2 - 27qu+1/2 Z Z pz+ 2 /2 fo J41/2, z+1/2,g+1/2Api+1/2A§0J+1/2
=0 j5=0

(5.573)
while the two others result from the solution of the electron drift kinetic equation

np—1ng;—1

q11/2 1+1/2,j+1/2 (0)
<ne)VlH/? = 27qu+1/2 Z Z Pii1yo) 2y 941 /2,i41/2,j41/22Pi41/2880 5172
=0 j5=0

(5.574)
and
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~ np—1mngy—1

~ 1 . diy1/2 2 ~14+1/2,5+1/2 +(0)

<”e>v,z+1/2 - 27Tqu+1/2 Z Z Pz’+1/2>\1,71,0 fl+1/27i+1/2’j+1/2Api+1/2A§0,j+1/2
i=0 j=0

(5.575)

Current Density
In a similar way, the flux surface averaged parallel current <J||> 412 at ¢41/2 may be
expressed as a sum of three terms

1

0 1 ~
<J‘|>¢>,l+1/2 - <J||>¢,l+1/2 + <JII>¢,1+1/2 + <JH>¢>,1+1/2 (5.576)

where the zero order term is

np—1ng—1

3
Piti/2
S H (€051 /] —
Me Q14172 25 izo it1/2 (‘fo,g+1/2‘ fOT’le)

0 _27qe Qi41/2
<JII>¢,1+1/2 -

(0)
X §OJ+1/2f0,1+1/2,z‘+1/2,j+1/2ApiJrl/2A§07j+1/2 (5.577)
The first order term arising from function g is
np—1MNey—

L3
27qe Qi+1/2 Pit1/2
J) = H A _
s =, T ; ; - ([€o.541/2] = &ori1/2)

0
X §0J+1/291(+)1/2,i+1/2,j+1/2Api+1/2A£Oaj+1/2 (5.578)

while the other one which results from fis more complex and

~ —1ng,—1 3
<j>1 _2mge G2 Ry Broi+1/2 ni 520: pi+1/2)\l+l/2,j+1/2
1/ g1/~ me Q172 Rogr1/2 Boivre = =0 Vi1 222
0
X §O,j+l/2J?l(+)1/2,z'+1/2,j+1/2Api+1/2A§0,j+1/2' (5.579)

Power Density Associated with a Flux

The density of power absorbed by the plasma through a particular mechanism is the sum

0 0 1 ~n \1!
(PRvisase = PRNrera + PRIviase + (Pe)y i
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where the respective contributions are given by the equations (3.322) and (3.324-3.325)
and discretized as

np Mgy —
27 QI+1/2 PZ 141/2,j+1/2 o(0)O (0) .
<Pabs>Vl+1/2 Ty G ; ]z% A Sp,l+1/2,z,a+1/2 (fo ) ApiA&y 112
(5.580)
np Mgy—

27 Q2 Pz 1+1/2,j+1/2 g(0)O
<Pabs>Vl+1/2 — Me Ql+1/2 ; ]ZO A /2,5+1/ Sp7l+1/2727j+1/2 ( (© )) ApiA£07j+1/2

(5.581)

np Mgy

~o \! 27 QI+1/2 AN (o ol
po — D \IH1/2,+1/2 ) Ap; A&,
< abs>w+1/2 e G ; ]Z% Spit1/2,,j41/2 (f ) Pil&ojt1/2

(5.582)
The discretization of the momentum-space flux components S ( l)+1 12,0412 and SI() l)+1 12,0412

is done in (5.565).

Stream Function for Momentum Space fluxes

The stream function gives the local direction of the momentum-space fluxes, and its gra-
dient is an indication of the flux intensity. Because it is a flux function, it is naturally
defined on the momentum-space flux grid. According to the three equivalent expressions
for the stream function (3.352-3.353), we have the following discretizations, for 1 <i < n,
and 1 <j<n¢—1

2
o  _ 27 (0)
Al+1/2,i,j = m Z Ao.mi1/2 S,, 14+1/2,6,m+1/2 (5.583)
0 2 e ©)
Al+1/2,i,j = Nets1j2 Z Ao.mi1/2 Spylﬂ/%mﬂm (5.584)
and
(0) 271-\/1_763’3' ! (0)
Al+1/2‘ = Prit1/28Pm 1172 Se 111 /9. ma1/2.5 (5.585)
" Neit1/2 20 §lH1/2mA1/2,5
where the boundary conditions are
(0) _ 20 _ 400 _
Al+1/2707] Al+1/2,1,0 Al+1/2,l,n§ =0 (5.586)

andS()

The discretization of the momentum-space flux components S © € 141/2,i41/2,)

is done in (5.565) and (5.572).

)O
pl+1/2,i,5+1/2
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Ohmic electric field

As shown in Sec. 4.2, the flux surface averaged parallel Ohmic electrid field (E)) $ (¥)

may be expressed as a function of its local value Fj, (1) taken at the poloidal position
where the magnetic field B is minimum, and

Q+12 Ry Brogsijo~i+1/2,5+1/2
E = Ejo1+1/2= AL,-34 (5.587)
< ”>¢l+1/2 l0+1/ Q1172 Rojgr1y2 Bogyie 777
Exact and effective fractions of trapped electrons
The exact fraction of trapped electrons is given by relation,
np—1nNgy—
Fiiv12 = Z Z p1+1/2 (|€0,541/2] — Eoris1/2) AF1/2:5+1/2
=0 j5=0

#(0) (0)

X (fl+1/2,i+1/2,j+1/2 + 91+1/2,¢+1/2,j+1/2) A17’@'4r1/2A50J+1/2]
np—1ng—1 ‘

D3RI ER
i=0 j=0

(0) £(0) (0) B
x (fO,l+1/2,i+1/2,j+1/2 + fl+1/2,i+1/2,j+1/2 + gl+1/2,i+1/2,j+1/2) ApiJrl/2A§0J+1/2]
(5.588)
according to calculations given in Sec. 3.6.

The effective fraction of trapped electrons, as deduced from the Lorentz model in Sec.
5.6.2 is

eff. _ 3DBroitip y
B2 T2 By
~ B ngofl
di+1/2 BT0,14+1/2 2 l+1/2,j+1/2A
Z fo,j+1/z 2,—-2,2 507j+1/2

Gi+1/2 Boyyiy2
ng —1
~ @iv12 Bogy1ye Z

GQir12 By = +1/2H(‘§07g+1/2‘ fOT,l-s-l/Q)

x o j1/2le (Viv1/2: |0 j41/2]) Ao jr1/2] (5.589)

Runaway loss rate

As shown in Sec. 3.6, the runaway loss rate (I'r)y, (¢) is given

’ngo

_ al+1/2 2 1+1/2,5+1/2 o(0)
(CR)Vip1/2 = qu+1/227TPn,,—1 Z AR Spii1/2mp—1,5+1/2880, 54172 (5:590)
Jj=0
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Magnetic ripple losses

In a similar way, the magnetic ripple loss rate F( ) 7 (1) is given by

ngy—1
(0) 14+1/2,5+1/2 (0)
Dopiprjn = 2105 > NFVRITV2 (1 H (1€ 11 7] = €osmusaje)) Syt o o1 2080,541/2
7=0
np—1
1
+ATNHBIST 1 o Z P2 H (Pis1ya = Pios1/2) S joien o or APit1/2
(5.591)
and the second formulation given in Sec.3.6 is
np—1 Mgy —
ng It1/2 = 2T Z Z H (|&0,j41/2] — Costius1/2)) H (Pis1/2 — Piet1/2)
=0 j5=0
X VdST,l+1/2,i+1/2,j+1/2fo,l+1/2,i+1/2,j+1/2A€0,j+1/2Api+1/2 (5.592)

where 7. is the index number that corresponds to the detrapping threshold by collisions,
and §ps7,141/2 is the picth-angle boundary value between super-trapped and trapped elec-
tromns.

Non-thermal bremsstrahlung

For the bremsstrahlung emission, it is necessary to calculate numericaly all coefficients of
the Legendre series. Since Legendre polynomials P, strongly oscillate between —1 and
+1, as their order m increases, it is not possible to evaluate accurately integrals of the
type

+1

hm = / h(z) Py () dz (5.593)

-1
by standard integration techniques, like trapezoidal or Simpson rules. The only possibility
is to replace integral (5.593) by a discrete sum, namely a Gaussian quadrature,

Z wph () Py, (21) (5.594)

where weights w,, and abscissas x,, are determined independently. Here, the use of Leg-
endre polynomials lead to consider the fast ans accurate Gauss-Legendre algorithm as
derived by G. B. Ribicki in Ref. [?], where z;,, are N zeros of the Legendre polynomial of
degree N, the weights being given by the relation

2
(1 - 22) [Py (zn)]?

Very accurate determination of A" may be obtained by this method, which requires
a value of N = 50.

Wnp =

(5.595)
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Chapter 6

Algorithm

6.1 Matrix representation

6.1.1 Zero order term: the Fokker-Planck equation
Implicit time scheme

Projected on the numerical distribution function grid, and taking into account of the
internal and external boundaries, the 3 — D electron Fokker-Planck equation may be
expressed as

~ f 0)(k+1) _ f(O)(k)

div1/2 o 0,041/2,i4+1/2,5'4+1/2 — J0,0141/2,i+1/2,5/+1/2
Dit1/2 Al

By 412
i'=i+135"=5"+1 —(0)

q1+1/2 Wi (0)(k+1)
+B § : pl+1/2,if +1/27]”+1/2f0 4172, +1/2,54+1/2
0.14+1/2 7y

//7‘71 1
2 -
Pit12 gy M(O) )(k+1)
NAFL/2,57+1/2 Pl +1/2,i+1/2,5 +1/2f0 U+1/2,i+1/2,5'+1/2
r=i-1
L a0 it S f 0D
BO,l+1/2 i+1/2 Ml+1/2,i41/2,5'+1/25 550,j+1/20,141/2,i+1/2,5'+1/2
U1/2 o ( (0) (0) )
= B e S ) . - S . . 6.1
+Bo7l+1/2p’+1/2 RI+1/2,i41/2,j41/2 — ©thl+1/2/i+1/2,j+1/2 (6.1)

where C©) is the first order Legendre electron-electron self-collision term that ensures
momentum conservation, as discussed in Sec.4.1.1 , a contribution that introduces a weak

(0) :
non-linear dependence, S Ro4+1/2,i41/2,j+1/2 is the runaway avalanche source term as intro-

duced in Sec.3.6 and Sf}?)lﬂﬁ i41/2,j4+1/2 is the source of thermal that must be removed
from the bulk since they have been knock-on to much higher energies. Here, the Fokker-
Planck equation (6.1) is evaluated on the reduced pitch-angle grid which is described by
the index number j’.

Upwind differencing corresponding to the fully implicit time scheme is used, since it

is usually numerically stable for arbitrary values of At. Therefore, with this method, a

252



6.1. Matrix representation 6. Algorithm

k+1) .
1/2,i41/2,541/2

fé(?ﬁc/’)? i41/2,j/+1/2 MaY be achieved, using extremely large time step At, with respect to

the usual collision reference time TCT as discussed in Sec. 6.3. The fact that both momentum
and spatial dynamics are considered simultaneously represents a considerable progress as
compared to the standard operator splitting technique!, where alternatively, dynamics in
each space are considered explicitely, a procedure which puts strong limitations on the
time step At/TcT ~ 1.

In compact matrix form, the differential equation in the reduced momentum phase
space has the following symbolic form

(A + I’BE) x®+1) - (2) x® 40 (XM,X(k)> + S (6.2)

fast rate of convergence towards the steady-state solution limp_ oo féol)i

At

where A is a single diagonal matrix associated to time differencing, B corresponds to
the flux divergence and C is the first order Legendre correction, and S r is the runaway
avalanche source term. Here X (%) is a vector whose components are the discrete values of
the distribution function féo) at time step (k), organized as follows

( j/ZO
i=0—=< j=...
l=0— j/:nio_nEOT,H-l/Q_l
x® i= (6.3)
1=mn,—1
l=...
l=n¢—1

while X/ corresponds to the Maxwellian distribution function.
Without radial transport, B is a block diagonal matrix. Each block, which describes
the momentum dynamics at location ;. /o, is a square matrice of 15 diagonals whose size

<n§0 — n§OT,z+1/2> Ny X (ngo — n§0T,l+1/2> np progressively decreases from 1y /5 to d’ngo—1/2
because of the trapped/passing boundary enlarges from the center to the plasma edge, as
shown in Fig. 6.1. The main diagonal of B is dominant because collisions predominate
over other physical processes at each plasma radius.

The introduction of the radial dynamics adds several extra off-diagonals, which connect
neighboring blocks corresponding to different radial positions, in addition to the main
diagonal which is also modified accordingly. The complexity arises from the fact that
trapped electrons may become passing as a result of the radial transport process, and
conversely. However, matrix B keeps a global banded structure and is still highly sparce,
a property that is extensively used for reducing memory storage requirement. Indeed, size
of B is roughly given by relation

lznw—l 2

(T 2 2,2 2
size (IB) =n, Z (”&o — n£OT,z+1/2) < nynyng, (6.4)

!The Alternative Direction Implicit (ADI) belongs also to the operator splitting method, but with a
slightly different twist. The limitation on the time step is therefore similar
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6.1. Matrix representation 6. Algorithm

2

For tokamak with very large aspect ratio, size (@) R~ ninpngo since trapped particle

contribution is fairly negligible. In this limit, an upper boundary of the memory size
requirement may be estimated. For the reference case, ny = 20, n, = 200 and ng, = 200,
the total number of coefficients reaches 64 x 10719, and the needed memory capacity?
is 5.12T7 Bytes ! Hopefully, this huge number may be drastically reduced down to 11 x
NyNphg,, since A becomes in that limit a simple banded matrix with exactly 11 diagonals.
The required memory falls down therefore to 70.4M Bytes?, a level which can be easily
handled by most computers today.

Crank-Nicholson time scheme

The Crank-Nicholson time scheme is used for time evolution studies of the distribu-
tion function féo). It is second order accurate in time, but this scheme requires usualy
At/ TC R 1 in order to avoid spurious numerical oscillations towards the steady-state so-

lution f . From Eq.6.2, it is straightforward to derive the new matrix form of the
Fokker-Planck equation
A B A B . .
xk+) — [ 22 xk (X X(k)) (k) _
(At+ ) A2 +C( Xwm, + Sk (6.5)

by just replacing

~ ~ [ x (k) 4 x(k+1)
BX*+D) - B <+2 (6.6)

since B is a linear operator.

6.1.2 Up to first order term: the Drift Kinetic equation

Projected on the numerical distribution function grid, and taking into account of the
internal and external boundaries, the 3— D electron drift kinetic equation may be expressed
as

i'=i+17"=j' +1

(0)(k)
E : E : p,l+1/2 @ +1/2,5'+1/29141 /2,00 +1/2,57 +1/2 =
i'=i—1j5"=5"—1

—(0)

3 0)(m=1)(k
W i41/2,i41/2,5'+1/2 — p12+1/20(0) <fM,l+1/2,i+1/2,j’+1/27 550,;+1/295(+)1(/2 Z+)1(/2)],+1/2>

(6.7)

20n a basis that a double precision real number is described by 8 Bytes.
3This number is usualy slightly larger, in order to store index values of all non-zero coefficients. However,
the order of magnitude is not modified
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where
—~(0) i =i+17" —j+1
Woit1/2i+1/2+1/2 = = Z Z p,z+1/2z+1/2,a"+1/2fz+1/zz/+1/2]~+1/z

i'=i—1j"=j-1
i'=i+17j" —]-‘rl

- Z Z w,l+1/2 i +1/2,J"+1/2fl+1/2 i'4+1/2,5"4+1/2

i'=i—1j"=5—1

-~ 3 0)(m=1
_p12+1/2c(0) <»7L‘1\/I,l+1/2,i+1/27J’+1/27 §§0J+1/2J?l(+1/2 z+)1/2,j+1/2>
(6.8)

As mentioned in Sec.5.7.2, j — {0,ng, — 1}, while j/ — {O,ngo = Mgy i1)n — 1}
corresponds to the reduced pitch-angle grid which depends of the radial position ¢/,
since all the trapped region has been removed. In Eq.6.7, time evolution is not considered,
since function ¢(¥ is only determined for steady-state value of f(9). Therefore, iterations
to reach the solution only result from the non-linear electron self-collision operator C(©),
that ensures momentum conservation, in order to find a self-consistent solution.

In compact matrix form, the differential equation in the reduced momentum phase
space has the following symbolic form

Gy ) = Gy® 4 & (XM, YW) W (6.9)

where G corresponds to the flux divergence, C is the first order Legendre correction and

W to the contribution of the radial gradient of the distribution function féo) . Here Y(¥)
is a vector whose components are the discrete values of the distribution function ¢(®®) at
iteration step (k), organized as follows

J=0
i=0—=<¢ j'=...
[=0— j/:nfo_m&ml-u/z_l
Yk i=... (6.10)
t=mn,—1
| =.
l nw—l

and vector Xjs is corresponding to the Maxwellian distribution function, as defined in
Sec. 6.1.1.

By construction, G is simply a block diagonal matrix. Each block, which describes
the momentum dynamics at location 9,11/, is a square matrice of 9 diagonals whose size

(”éo — mEOT,z+1/2) Np X (ngo — m&)T’Hl/Q) np progressively decreases from 1 /5 to wngo_l/g
because of the trapped/passing boundary enlarges from the center to the plasma edge, as
shown in Fig. 6.2. The main diagonal of G is also dominant because collisions predominate
over other physical processes at each plasma radius.
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cmeml N

Figure 6.2: Qualitative shape of matrix G for the drift kinetic equation

The matrix G has a global banded structure with an extremely high sparcity, a property
that is also extensively used forAmemory storage, like for the Fokker-Planck equation (see
Sec. 6.1.1). Indeed, the size of G is roughlu given by relation

l:nwfl 2

A 2 2,2 2
size (G) =n, Z <n§0 - m€OT,z+1/2> < nynpng (6.11)
1=0

For tokamak with very large aspect ratio, size (@) = n?pngngo since trapped particle

contribution is fairly negligible. In this limit, size (@) ~ size (@) , where B is the flux
matrix of the Fokker-Planck equation. For the values of n,, n, and ng, taken in Sec. 6.1.1,
the required memory is approximately 57.6M Bytes, a lower level than for the Fokker-
Planck equation, since the trapped region is completely removed in the calculations.

6.2 Inversion procedure

6.2.1 Incomplete matrix factorization

According to Sec. 6.1.1, the electron Fokker-Planck equation may be expressed in a general
symbolic matrix form

NzE+D) = y*) (6.12)
where Z = X with
~ & -~
N = 248 (6.13)
T® = <z> X0 4 € (X, X0 + 5 (6.14)
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Fokker-Planck matrix structure

Matrix row index number
N
S
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cmem Matrix column index number

Figure 6.3: Typical arrangement of non-zero matrix coefficients in the first 2000 columns
and rows in matrix N corresponding to the Fokker-Planck equation

for the fully implicit time difference scheme, and

. A B
S (6.15)
k) (ﬁt _ IS) X 4+ 0 (Xpr, X®) + 5 (6.16)

for the the Crank-Nicholson time scheme.
The formal expression (6.12) may be also used for the electron drift kinetic equation
as shown in Sec. 6.1.2, and in this case, Z =Y with

N = G (6.17)
T = @Y(k>+5(XM,Y(’“))+W (6.18)

In all cases, matrices are square with similar structures, i.e. non-zero elements are
aligned along a reduced number of diagonals which are roughly symmetricaly placed
around the main one?, as shown in Fig.6.3. Consequently, the method for determining the
asymptotic solution

Z() = Jim AR (6.19)

of the system of equations (6.12) will be the same, either for the Fokker-Planck or the
drift kinetic equations.

4The lack of symmetry between upper and lower diagonals arises usually from boundary conditions.
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Fokker-Planck matrix structure

0.6 B

0.4r B

0.2 B

Non-zero matrix coefficient

1 PN I L
0 200 400 600 800 1000 1200 1400 1600 1800 2000
cmem Matrix column index number

Figure 6.4: Values of the non-zero matrix coeflicients after diagonal preconditionning for
matrix N/ corresponding to the Fokker-Planck equation. Dot points correspond to pitch-
angle process at constant p, while full line for slowing-down process at constant &. By
definition values of all coefficients on the main diagonal are one

In order to avoid manipulation of large matrix coefficients that may reduce the nu-
merical accuracy and also leads often to numerical instabilities, main diagonal matrix
preconditioning is first performed. The modified system of equation to solve is then

(PR'N) 20+ = By ® (6.20)

where all the coefficients of the main diagonal of matrix N
N = Py'N (6.21)

are one by definition. Here 2 ~ is a diagonal matrix whose coeflicients are those of the main
diagonal of N. Since collision is the dominant physics process, all off-diagonal coefficients
are usualy less than one, as shown in Fig.6.4, except when specific internal boundary
conditions apply, like at £g = 0 in the trapped region.

The determination of Z*+1) requires to invert the system of equation (6.12). The usual
method based on a direct inversion by the well known Gaussian elimination is immediately
ruled out, since the number of operations for each direction is O (N 3) , where N is the

number of rows (or columns) of matrix N. For the example ny, = 20, n, = 200 and
ng, = 200 discussed in Sec. 6.1.1, N = nynyng, = 800000, O (N3) ~ 10*17, corresponding
to a prohibitive number of operations. In addition, since memory requirements grow as
@) (N 2) unacceptable storage constraints take also place.
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0

cmcem N L U

Figure 6.5: Matrix factorization principle. Dashed areas correspond to non-zero coeffi-
cients.

Consequently, alternative methods must be used, in order to perform a fast matrix
inversion without the need of a large memory storage requirement. The basic principle is
to factorize N’ into upper and lower triangular matrices Uand L respectively

N =LU (6.22)

as shown in Fig. 6.5, that are themselves highly sparse matrices. A strong reduction of
the computational effort may then be foreseen, since the number of coefficients that are
considered in the calculations is considerably lower. Indeed, aside from the time required to
perform the matrix factorization itself which represents a computational effort equivalent
to a direct matrix inversion, each further inversion needs only O (N 2) operations for each
triangular system of equations as shown in the next sections. Therefore, for large values of
N, a substantial gain may be expected, as soon as the number of iterations for an accurate
estimate of the solution Z(°°) is greater than unity. This is usually the case for the
time dependent problem where all time steps must be evaluated, but also when only the
steady-state solution Z () is seeked, since the non-linearity resulting form self-collision
operators C requires several iterations either for the Fokker-Planck or the drift kinetic
equations. This elegant approach has been first considered for Fokker-Planck calculations
for a five diagonals operator as presented in Ref. [?], since in that case U and L are both
triangular and tridiagonal matrices. However, as discussed in Ref. [?], the fact that cross-
derivatives are considered explicitely with respect to the time differencing scheme puts
strong limitations. Indeed, the integration time step At must be much lower than one for
an accurate determination of the solution of the set of linear equations. Consequently, the
overall time duration for calculating the steady-state solution is very long, an important
drawback when the kinetic solver must be incorporated in a chain of codes for realistic
tokamak simulations.

For this purpose, this method has been succesfully extended to the nine diagonals op-
erator case, allowing the use of much larger At values while the numerical scheme remains
stable, as shown in Ref. [?]. However, this approach is only useful for local kinetic calcu-
lations, where trapped particle contribution is negligible, i.e. close to the plasma center.
When off-axis electron dynamics must be described, one must in that case fully consider
both circulating and trapped electron dynamics which leads to a number of diagonals with
non-zero elements that is much larger, fifteen diagonals at each radial location as shown
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in Fig. 6.1. Therefore, the method developped for nine diagonal operators may no more
be used, since the number of operations to determine U and L increases dramaticaly. The
fully 3 — D approach with radial transport makes also this method unusable, since the
matrix that must be inverted has no more the nine diagonal structure.

However, an equivalent form of the approximate matrix factorization may still be
employed, noting that exact U and L matrices are made of a large number of very small
coeflicients, close to zero. This indicates that information on the electron dynamics is fully
contained in a few set of coefficients, whose number is several order of magnitude lower than
the total one. Such a structure results in fact from the well conditionning of the matrix
N , a physical consequence that collisions predominate over all other physical processes.
Consequently, the general approach is to introduce a non-negative scalar named as the drop
tolerance parameter d;,,, below which small coefficients of exact U and L matrices are forced
to zero. By this way, an approximation of the exact matrix factorization is performed.
The only exception to the dropping rule is the diagonal of the upper triangular matrix
which is preserved even if coefficients are too small, in order to avoid singular factors.
Since coefficients of N’ lie between 0 and 1 in the limit where the model holds, because of
the main diagonal preconditioning, the drop tolerance parameter §;, may be arbitrarily
chosen in the same interval, i.e.

0<, <1 (6.23)

and when dy, is close to 0, approximate and exact matrices U and LL are roughly equivalent,
while they differ strongly when §;, tends to one. In the latter case, considerable saving may
be foreseen for the memory requirement, as well as a significant reduction of the computer
time consumption, since less non-zero coefficients must be considered. An example is
shown in Fig. 6.6, where &, varies from zero to 10~2. Consequently, from the exact
matrix factorization to the approximate one, the number of non-zero elements drops by a
factor around 30.

The rule is therefore to find the largest d;, value that is compatible with a stable in-
version procedure, even in presence of a large Ohmic electric field or a high RF power.
However too large ¢;, values will remove important physical informations, leading to spu-
rious solutions. However, it turns out that margins are usually considerable, making the
method very effective. An example is given in Fig. 6.7, which illustrates the effectiveness of
the method, for the Lower Hybrid current drive local problem. For 9, ~ 2x10~ 3 memory
size requirement to store matrices U and L does not exceed 2.2M Bytes, while it reaches
66 M Bytes when d;,, = 0. It is interesting to observe that the convergence rate towards the
steady-state solution Z(*) is reduced by 50%, and that the result is moreover independent
of &y,. For larger 0y, values, the inversion scheme becomes progressively unstable, and the
benefit gains on the memory storage requirement is therefore cancelled by a reduced rate
of convergence. For this reason, the upper value used in the code is usually &, ~ 2 x 1073.
More refined methods may be used to optimized the choice of d;,. The trade-off that must
be found between memory saving and stability of the inversion procedure requires exten-
sive investigations that are beyond the scope of this document. Hopefully, it turns out
that the domain 1 x 107 < §;, < 2 x 1073 covers must of the parameter range for the
current drive problem in tokamaks, even in presence of radial transport. Since the local
problems needs only 2.2M Bytes, it is therefore possible to extrapolate that the full 3 — D
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Figure 6.6: Reduction of the non-zero elements for the L and U matrices, by increasing
8iu- Values of §;, are indicated on the top of each subfigure. For d;, = 1072, the inversion
becomes instable.

problem with 20 radial positions will only require approximately 44M Bytes. This result
has justified the development of this new approach.

6.2.2 Zero order term: the Fokker-Planck equation

The matrix inversion procedure is based on the possibility of matrix factorization as dis-
cussed in Sec.6.2.1. Formally, the iterative method may be expressed in the simple form

Nzk+D) = N z® — g (&1’2(’@ - ]?DX,IT(’“)) (6.24)

where (¢ is the iteration parameter that may be adjusted for an improvement of the rate
of convergence, using a Chebyshev acceleration technique as shown in Ref. [?]. Here P
is used for the main diagonal precondiotiong as explained in Sec.6.2.1 . However, it has
been shown that values of 5o other than unity do not give much better results in general
for implicit methods ([?]), and therefore, only the case Sc = 1 is considered. Then Eq.
6.24 is equivalent to Eq. 6.12 given in Sec. 6.2.1. Replacing N by IE@, one obtains

LUZ*HY =Pyl ® (6.25)
If we introduce the increment Agﬂﬂ)
Agﬂrl) — g(kt1) _ (k) (6.26)
and the residual Rgc)
Ry =By'r® —Nz® (6.27)
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Figure 6.7: Memory storage requirement reduction by increasing the ¢, parameter, for
the Lower Hybrid current drive problem. The rate of convergence towards the steady state
solution is given, using the biconjugate gradients stabilized method to solve the system of
linear equations. Here only a local analysis is considered at a given radial position
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Eq.6.25 becomes simply
LoAYHY = W) (6.28)

which can be solved by two successive inversion steps, evaluating respectively forward and
backward solutions from triangular systems of equations

Ly = R (6.29)
DAl =yl (6.30)

For achieving convergence towards the steady state solution Z(°), various iterative
methods may be used, like the Conjugate Gradient Squared (CGS), the BiConjigate Gra-
dient (BICG) or the Quasi-Minimal Residual (QMR) methods. These methods, which
both give equivalent results in term of convergence rate, are preferred to the BiConjigate
Gradient Stabilized (BICGSTAB) method, since the conservative scheme is nearly always
well fullfiled even for marginaly well-conditionned matrices, like in presence of RF waves
whose intensity is large. All methods here considered are build-in MatLab functions whose
principle may be found in Refs. [?] or [?] for more detailed insights.

After numerous tests, it has been found that the drop tolerance parameter d;, has a
close link with the maximum number of iterations M AXIT allowed inside the function
that performs the iterative matrix inversion, in order to avoid cumulative numerical errors
that lead usually to violation of the conservative nature of the code. Even if this problem
may be cured by forcing the Maxwellian solution close to p = 0 and normalizing the
solution at each iteration, this approach has not been considered, because it may hinder
more serious problems regarding the overall numerical conservative scheme. So far, a very
robust and fully conservative scheme is achieved with the following rule of thumb

S =10"°: MAXIT <2—3
O =10"4: MAXIT <4—5
S =1073: MAXIT < 9—10
O, = 1072 : MAXIT < 19 — 20

(6.31)

for all cases addressed by the code, including the in presence of RF waves. More detailed
studied are necessary to clarify this point.

At each iteration, Z(*+1) is evaluated from the knowledge of A(Zkﬂ), and the electron

distribution function féol)H /2,i4+1/2 is reconstructed in order to evaluate the non-linear

J+1/2
term C (X My 2L (k)) that arises from self-collisions. Though this procedure is quite time
consuming, its incidence on the overall time for converging is fairly marginal, since the
number of iterations never exceeds 10 in most cases.

According to Ref. [?], convergence towards Z(*) is considered to be achieved and the
iteration is stopped when the following criterion is fullfiled

2
2 [ (048 10t] 167 Iy e dpdco
21 [ 15 JpTey dpdso

<R} (6.32)
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for an arbitrarily small Rg, at all plasma locations ¢, where J, and J¢, are the partial
Jacobians as introduced in Sec. 3.5.1°.
Projected on the numerical grid, the criterion (6.32) becomes

i=np—1J=ng;—1 9
Z Z f(O)(kH) _ f(O)(k)
0,0+1/2,i4+1/2,5+1/2 — J0,1+1/2,i+1/2,j+1/2
i=0 =0

(0)(k) 2 1/2
X fo,l+1/2,z'+1/2,j+1/2pi+1/2Api+l/2AéO,J‘rl/?}

i=ny—1j=ng,—12 —1/2

(0)(k)
XA YT Y Sy iz el AP 2880 1 /2
i=0 =0

<R (6.33)

The criterion introduced in Ref. [?] has the main advantage to ensure that convergence
is achieved not for electrons whose energy is close to the thermal one, but also for the fastest
when a tail is driven by an external source. Usually, Ré ranges between 10710 and 10712,
and in the code the standard value is 10711, The quantity (6.32) may be viewed as a norm,
and its definition is consequently independent of the level of current which results from
the the lack of symmetry of féo) in momentum space. It may therefore be used for strong
deformations of the electron distribution function, even if the net current is close to zero.

In practice, the total number of iteration ch is a free choice. It is usually set to
50, so that inversion procedure stops when (6.32) is fullfiled in quite all cases. If the
number of iterations reaches NJ , the program warns that convergence is not achieved and
that something is going wrong in the calculations. This may occur sometimes when too
large quasilinear RF diffusion coefficient are used, leading to inconsistent and non physical
solutions. This point is extensively discussed in Sec.7.3. Conversely, when time step is very
large, i.e. At > 1000, the convergence may be achieved for a given value Rg before the
current level is fully established. Such an event may arise because there is a too reduced
number of iterations which involves the 1% order Legendre non-linear correction term for
momentum conservation. Consequently, to avoid this problem, a minimum number of
iterations has been set to 6, which turns out to be enough for giving reliable results, owing
to the weakness of the non-linearity.

6.2.3 Up to first order term: the Drift Kinetic equation

The inversion procedure for solving the first order drift kinetic equation is exactly similar
to the one described in Sec. 6.2.2. Indeed, the linear system of equation to be solved may
be cast in a similar form. Usually, the convergence coefficient Rg is set to similar values
than for the Fokker-Planck problem, while the maximum number of iterations allowed

é’ is slightly larger ¢, since the convergence requires more iterations, around 20 — 30.

5The possibility to define a fully 3 — D criterion has been foreseen. However, since collision rates may
change drasticaly from plasma center to the edge, this choice ensures that convergence is well achieved at
the right level at all plasma locations.

5Usually twice ./\/g
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Since the function g( ) may be negative and that dt has no sense here, as the solution is
determined once the steady-state regime is achieved, the convergence criterion is modified
accordingly

o [[ Ags? g\ 1, 0e, dpdéo
2 f f g(()O)JpJgodpdﬁg

at all plasma locations 1. Here again .J, and J¢, are the partial Jacobians introduced in
Sec. 3.5.17.
Projected on the numerical grid, the criterion (6.34) becomes

<R (6.34)

i=np—1J=ng¢y—

)(k+1) (0)(k) 2
Z Z [ 90,1+1/2,i+1/2,j+1/2 gO,l+1/2,i+l/2,j+1/2}
Jj=

(0)(k) 2 1/2
X90,1+1/2,i+1/2, j+1/2pi+1/QApi-i-l/QAfO,j-i-l/Z)

i=np—1J=ngy—12 —1/2

(0)(k)
Z Z 90,1+1/2, z+1/2,g+1/2pz+1/2Api+1/2A§0,j+1/2 <R (6.35)

where (k) is the iteration step number. Since all quantities are normalized, this definition
is fully acceptable. If the number of iterations reaches /\/'g , the program warns that con-
vergence is not achieved and that something is going wrong in the calculations, as for the
Fokker-Planck part.

6.3 Normalization and definitions

6.3.1 Temperature, density and effective charge

In order to use parameters without dimensions in the calculations, all of them are nor-

malized to reference values. Here temperature and densities correspond to flux surface-

averaged values, though the usual bracket notation is not introduce, for sake on simplicity.
Normalized temperatures, are defined by the relations

Te () =T. (¢) /T!
Tss’ (%Z)) = Tss (77[)) /TeT (636)

where the subscripts e stands for electrons and ss’ for ion species s in the ionization state
s', whose charge is Z,¢q.. Here, both T, (¢)) and TeT have defined units, while TeT is the
reference value for the normalization. According to this rule, the normalized densities are
defined in the same way

e (V) = e (v)/nl (6.37)
Nss (w) = Ngs! (w) /ne
"The possibility to define a fully 3 — D criterion has been foreseen. However, since collision rates may

change drasticaly from plasma center to the edge, this choice ensures that convergence is well achieved at
the right level at all plasma locations.
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and in order to ensure that all quantities are less than unity from the plasma center to
the edge, references values are given by the condition

Tg = max (Te (w) y Tt (¢)) (6 38)
nd = max (ne () , sy (1)) '
for 0 < ¢ < Ymax.

In principle, ion densities ngy (1) are obtained from a particle transport code transport
code. However, when the plasma is made of two types of ions which are fully ionized (low Z
limit), a simple model may be used in order to determine densities ns (v) with s = {1, 2},
knowing electron density n. (1) and effective charge Z.s (1) profiles. Using the standard
definition of Z,¢ as defined in Ref. [?]5,

ss’ Z2/
Zesr (V) = ZZW (6.39)

= 1@) D new () Z2, (6.40)

taking into account of the local electro-neutrality, n. (v) = > . > nsy (¢) Zsy, one ob-
tains in this simple case a system of two equations with two unknowns,

{ ni (w) Z% + n2 (W Z22 = Ne (¢) Zeff (w) (6 41)
n1 (¢) Z1 + na () Z2 = ne () '

Therefore,

(Zeff (¢) — Zo)

2,7~ Z) (6.42)

1 () = ne ()

8 An alternative expression of Z.s; is also found in the litterature, which arises from the definition of
the electron-ion collision time 74,/. Indeed, since

1

Tess! ™ 2
Nss! ZSS/ qé In Aess’

for each species in the plasma, where In A,/ is the Coulomb logarithm for species s in the ionization state
s’, the mean electron collision time 7. is given by the relation

Tl = Z 7_1 , [0S q:zznss' (1/1) Z?s’ 1nAess’

which leads to introduce a pseudo-effective charge Zcsy as

1
— X nquZeff InAce
Te

so that
Zegf = Z Z Nes Z2y In Alss,/ (nelnAce)

s ry

which differs from the well known standard expression. However, it can be shown from Coulomb collision
theory that the Landau operator scales like O (1/Zef f), as indicated in Ref.[?]. It is therefore reasonable
to neglect differences between In A.,o» ~ In Ace and consequently both definitions of the effective charge
merges within this assumption.
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(Z1 — Zefs (¥))

m (¥) = e (v) 5t (6.4
and using the normalization rule,

— —-m (Zeff ('¢) - Z2)

m (¥) =7 (V) =, 71— 7)) (6.44)

_ -7 (21— Zeyy (V)

m2 (V) = e (V) = 7 - 7) (6.45)

since by definition Z ;s () has no units.
In the calculations, one may also consider several isotopes, since ion inertia play a
significant role for the collision operator. Hence,

s (V) =Y nll () (6.46)

where the masses of isotope m of ion species ss” are m7,. In the calculations

me, = m?;//me (648)

SS

where m, is the electron rest mass.

6.3.2 Coulomb Logarithm

The electron-electron Coulomb logarithm In A.. is defined as the logarithm of the ratio
of the maximum to the minimum impact parameters of the Coulomb collision, Ag, =
bmax/bmin. Due to screening effect at long distance, bpax = Ap, where Ap is the Debye
length, while by, is of the order of the Landau scattering length, as discussed in Ref. [?].
Therefore

In Ace (¢) = 31.3 — 0.5log(ne (¥) [m™*]) +log(T. (¥) [eV]) (6.49)

and
InAl_ =31.3 —0.5log(n] [m=3]) + log(T)f [eV]) (6.50)

6.3.3 Time

Regarding time ordering which is considered in the derivation of the drift kinetic equation
and the dominant role played by collisions for the electron momentum distribution function
build-up, it is natural to scale time evolution to a reference electron-electron collision

frequency Vl according to the relation

t=t/7] =tu] (6.51)

There is arbitrariness in the choice of 1/;r , since one can use different definition. The
relativistic electron-electron collision frequency is used in the code as given in Ref. [?],
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instead of the usual thermal one discussed in Ref.[?] and Ref.[?] , since its expression is
more simple?,
qe ne In Ale

= 4n & 13 11nAT (6.52)

47r50mgc36th B
Here g9 = 8.854187818 x 10712 (F/m) is the free space permeability, ¢ = 299792458
(km/s) the speed of light, g. = —1.60217733 x 10719 (C) the electric charge of the electron,
me = 9.1093897 x 10731 (Kg) the electron rest mass, and In Ale is the usual reference
electron-electron thermal Coulomb logarithm [?] taken at T and n! with

i =

gl = —vet (6.53)

where mec? = 510.99905 (keV)is the electron rest mass energy. In expression 6.52, the
classical electron radius re has been introduced, which is given by

2
re=-—1e (6.54)

4dTegmec?

6.3.4 Momentum, velocity, and kinetic energy

In the calculations, the momentum p in relativistic units (mec) is normalized to the thermal

reference value p;rh = mev;fh,

B =p/vly (6.55)
and consequently
plp/mee = vy Je = B, (6.56)

since thermal electrons are only weakly relativistic. The well known relativistic Lorentz
correction factor v is then simply given by the relation

y=VPR+1= P8 +1 (6.57)

and in the non-relativistic limit, i.e. when ﬁ2ﬁj§ <1, v~ 1.
Since in relativistic units, the total energy is linked to the relativistic momentum
according to the expression,
(B.+1)2 =7 (6.58)

it is straightforward to expression the kinetic energy FE. as a function of p in units of
electron rest mass energy mec>

E. = m.c? (\/p2ﬂ;r,3 +1- 1) (6.59)

9 Another form of the electron-electron collision frequency is also found in the litterature. According to
Ref. [?],

the relative difference with the relativistic formulation belng of the order of 4/ (3+/m) ~ 0.75.
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Finally, concerning the normalization of the electron velocity v, one has

v/e = p/(ymec)
= o,/ (Ymec)

= BB/ (6.60)
and using 7 = v/ th’ it comes
ol /e =P8l /Y (6.61)
or
7 =p/y (6.62)
with
ol e =8, (6.63)

6.3.5 Maxwellian electron momentum distribution

The relativistic Maxwellian fa; used in the calculations has the following dependence in p

2

far (1,p) o< avexp [_(lfv)@} = aexp [—”(ﬂ (6.64)

where © = T, (¢) /mec® and v2 = p? + 1. By definition, fj; is normalized to the local
density ne (1), and the parameter « is then given by the integral

-1

4ra /0 ~ Pexp [—’V@} dp = n, (1) (6.65)

Recalling that vdvy = pdp,

_ ne (¥)
T trexp (©-1H)E, (071 (6.66)
where o
= (071 = / V72— lexp [—vO 7] dy (6.67)
1
By integrating by parts
Ep (@*1) = / exp [_7@—1] dry
| Ky (07!
3/ 2K ( ) (6.68)
3 T o1

and using relations (n — 1/2)! = /7 (2n — 1)!!/2™ and n!! = 1.3.....n for positive odd n
values, one obtains readily

Ep (07 = —+—+ (6.69)
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and finally

ne () ox [7_1}
47O exp (071) Ky (071) P C)
ne (1) 2

1mOK, (0-1) P [_6} (6.70)

far (9, p)

For ©® <« 1, using the large argument asymptotic development of Ko (@_1) ~ /7/2V/0 exp(—O 1)+
O (@*3/ 2) , the usual expression

~ ne (¥) -1
v (Y, p) =~ WGXP [—@]

ne (1) p2
2r0p? 7 [ (1+7) 9} (6:7)

is well recovered. This expression is only valid providing that v — 1 < 1. Therefore, the
condition

a7 <1 (6.72)

must be fulfiled. Since p may be as large as 30 in calculations, in order to correctly describe
momentum dynamics of the fastest electrons, it results that

Bl, = 0" < 1/30 (6.73)
or
T! < 5114/1/30 ~ 100keV (6.74)

Usually, this condition is well satisfied even in the core of tokamak plasmas, where T;f
never exceeds 20keV. In normalized units,

_ M o | ?25313 ]
fM (va) [27‘(@ (w)]3/2 P (1 + ’Y) Te (¢) B;ri?
i ﬁe (W nl ex —L
= 3/2 P [ (1+9)T. (%ZJ)] .

o, () 5]

since ,BtTh =/T! /mec?. Then, it turns out that

nl - nl —
/Bth Py,
since pIh = 5;rh, with
FarWop) ~ —e W) [—p{z} (6.77)
T an T, () (1+9) Te (4)
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which may be expressed in an alternative form, useful for calculating interpolation between
full and half-grids,

v—1
- 6.78
T. (¢) ZE] 079

One can then cross-check that
+1 too +1 +oo

2 | d§0/0 P ft (,) dp = 2mp? Tg/ dfo/ P2Far (,7) dp
-1

the local density is well recovered.

| |
S
)

(6.79)

6.3.6 Poloidal flux coordinate
For the poloidal flux coordinate, the normalized value is
=1/t (6.80)

where 1), is the value at the plasma edge, corresponding usually to the last closed magnetic
flux surface, as given by the equilibrium code. Usually, it is taken so that 0 < ¢ <1 from
the center to the plasma edge. For

6.3.7 Drift kinetic coefficient

The first order drift kinetic equation requires to calculate f(o) defined as

= Io () af"
© — o0 6.81
where by definition Brg (¢) = |Ip ()| /Ro and Qo = E% is the electron Larmor fre-

quency, all quantities being determined at the poloidal location where the magnetic field
B is minimum, as discussed in Sec. 3.5.5. Since

wul, /e = BB /Y (6.82)
one obtains in normalized units
_ —(0)
=0) yme  Bro 0f
f _U&]qGROBO o
— wl g, yme Bro Ro 9f W
th Ge BO % 8¢
—(0)
_. CMme + Brg Ry Of
= Bt 5Zh ;}017: a% (6.83)
Therefore,
=0~ of
[ =D&Co 50 (6.84)
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where

_ eme o+ Bro Ro
- By Ya
For circular concentric flux surfaces, since 0/0y = (1/V)0/0r and V¢ = RBp, it

turns out that

(6.85)

7o) _, oMe Bro 1 £y 6.86
d v ge BpoBo Or (6.86)
and naturaly
- . 1
Croy ~ el L (6.87)

Qe ape Bo

where the safety factor ¢ is approximated by its cylindrical expression g =
plasma minor radius, and € = r/R,, the inverse aspect ratio.

'I’BT
RBp’ Clp the

6.3.8 Momentum convection and diffusion

From the conservative form of the Fokker-Planck equation in momentum space

)
2 ocafp(sp> (6.88)
where
SY o —pl¥ fO +FWY 0 (6.89)

Introducing normalized coordinates, it turns out that

#(0) 0 570
ofy 1 a( Dy 87, +Fp”)fé°)>

ot Vepth% pih op
_ 5( O a7 N Fy) f<o>)
op lew op V;rp:{h
_ ;p( Df)ag; +Fp°)fé°)> (6.90)
where normalized diffusive and convective coefficients are
By = p/Di (6.91)
Fy = FO/F] (6.92)
with
D, = uipf? (6.93)
Fl, = vipl, (6.94)
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For the case of the Ohmic electric field, this normalization leads to introduce naturaly
the Dreicer field

E" = vipl, /e (6.95)

the electric field being normalized according to the relation
Ejo=Ejo/E" (6.96)

6.3.9 Radial convection and diffusion

From the conservative form of the Fokker-Planck equation in configuration space

8f(0) o ©)
o (1l S5") (6.97)

where

0
S5 o —DY) |V, fo +F £ (6.98)

Introducing normalized coordinates, it turns out that

3?&0) N 1 <|v¢1|0 S(o)>

ot Vit OO
(0)
1 9 D 28f0 —(0)
= ——= +|v
. 0% %le Vel BT
(0) 0 (0)
A vazaf() Fu_ g0 (6.99)
- A T 0 0 .
5¢ ¢2 8¢ VeWPq
with
—(0
b, = p{/Df (6.100)
=(0
F,) = F{/F (6.101)
with
Dl = uiy? (6.102)
Fl, = vl (6.103)

However, since it is more convenient to handle diffusion and convection coefficients
that scale in m?/s and m/s respectively, one must introduce new reference values for the
diffusion and convection coefficients. Let

DY = vl (6.104)
Fi' = v, (6.105)
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the reference diffusion and convection, where a,, is the plasma minor radius as defined in

Sec.2.1. The relation is

where

6.3.10 Fluxes

In momentum space,

Sl()o) x

and

where

and with these definitions,

D 0 D@ /ot
70 *

op = DI/Di =a2/y?
aF = FL*/szap/T/’a
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(6.106)
(6.107)

(6.108)
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A similar procedure is applied for dynamics in configuration space,

0
s o —DY) [Vl o +FO £
o
.I.
_ w0t e ofy 0) gt
= -D,,D}, 5 |v¢\0%%+1? F 3f0
—=(0 3f 0)
= —D;&( 3 e )‘vzﬂo g +F( ( 3 e¢a>f
DPin w Pip
ot —(0)
=(0 of 0) (0
= (pﬁ), ewa> (—meo 5 +Ffp)fé)> (6.113)
th
and 0) _ o0) ot
Sy =38,'s! (6.114)
with
t nt t
)y = —3viva (6.115)
th
and with these definitions,
—(0)
—(0 —(0 of —(0)=(0
S oc —D) Vb, a% + 77 (6.116)

6.3.11 Current density

The local current density at the minimum B value on the flux surface is given by the
relation

+1
JO o 2rq, / pdp / covfVdey
~1

3 +1
~ 9mq, / P ap [ 6o Odg,
ym

e -1
I =3 +1
e 14 TMe b
— otepfits [Tap [ 6y g (6.117)
me M gis )y
Therefore,
79 = Ot (6.118)
where q
Jt= 2 pl nt 6.119
mepthn ( )
With this definition
—0) 7 +1
J O(27T/’ydp fOfo d§0 (6.120)
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6.3.12 Power density

The power density is deduced from the integral

+1 o] 3
PO « or / déo / p—SI(,O)dp

pthVene/—Hdg /OO 3 O)d,
me pth _

and defining
PO _ p(O)/pT
one has 5
vipjnl
Me

+1 00 =3
PO & 2r / déo / P50 ap
-1 o 7

6.3.13 Electron runaway rate

The electron runaway rate Fg) is given by the relation

pPf =

With this definition

+1
Fgg) x 27rp2/ Sé,o)dfo
-1

o1 p+1
= 2Pl ©) e,
P, V=
Therefore, normalized expression is
T\ = (@ pf
with
I‘E ygnl

so that

+1
fg) x 27Tp2/ ?g))dfo
-1

(6.121)

(6.122)

(6.123)

(6.124)

(6.125)

(6.126)

(6.127)

(6.128)

The consistency of the normalized units may be benchmarked by the approximate
relation between the total current and the bulk current, the difference coming from the
electron runaway tail. For small I'g, the runaway distribution is independent of vy, so

that it may be approximated by the simple expression féo) (’UH > vth)

integrating the current integral v féo) out to pmax, one obtains

(0)
1 I
7O (i) 0 ()

2me E”O
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and in normalized units,

=(0
T (o) 7' Ty 4 5 @%:2%) Pl Prma (6.130)
so that L it f(o)
T (vas) % Thly + 5, (5;) Phuax (6.131)
According to their respective expression,
pilh plivinl

(6.132)

meETJtTh me%pzhnlulpih/qe
which demonstrates the overall consistency of the normalization of the different quantities
calculated by the code.
The bounce-averaged avalanche source term S}(_-?) given by relation 3.418, is simply
proportional to (ng)y ve/In Ace. Therefore

= = T T
S (TiR)y Ve s (6.133)
InAce In Aée
where In Age = InAg/In Ale, and the ratio is
2
”l”% ol fg’”g (6.134)
InAle Y

6.3.14 Electron magnetic ripple loss rate

By definition, the electron magnetic ripple loss rate Fg)% is given by a relation relation

similar to Fg), except that integrals of fluxes are calculated for different boundaries.

Therefore, the normalized expression is simply given by the relation

=(0) 0

Topr = TO Tl (6.135)
where

rl, =18 =vin! (6.136)

6.3.15 Units

In the code, the following units are used

Quantity Units
Temperature keV
Density m=3
Time s
Frequency s
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Chapter 7

Examples

This chapter is dedicated to the code performances. Since numerous combinations are
possible, it is not the purpose to give an exhaustive list of results, but to select different
problems that have been addressed by existing codes in simplified magnetic configura-
tion, a condition that allows interesting benchmarks. Moreover, in some cases, analytical
expressions are available, and consequently accurate comparisons may be performed.

It is well known that all codes contain numerous hidden bugs, that are difficult to
track, even if a careful attention as been paid to avoid as much as possible such problems.
The only way to reduce them is to run extensively the code for different purposes. It is
the reason why both the documentation and the code have been made as transparent as
possible, so that its robustness may be continuously improved. When some difficulties have
been encountered, they are reported in the different sections dedicated to benchmarking.
However, none of them have made the code so far unable to determine the correct solution,
providing input parameters corresponds to assumptions used to derive the equations and
their numerical counterpart. It is well known that such kind of codes are often missused,
using input parameters well beyond the acceptable range. In some cases, warnings are
indicated by the code, but it is the duty of users to take care of this problem before
considering that the code gives a wrong answer.

The kernel of the kinetic calculations is contained by the MatLab routine “dke_1_4yp.m”,
whish contains both the 3 — D zero-order Fokker-Planck solver, and the first-order neo-
classical corrections. Only this routine and all related subroutines must be used in a
chain of codes like in CRONOS simulation package ([?]). In order to help how to make
this link, and to benchmark the code, a test routine “testdke_lyp.m” has been written.
Main global input parameters can be modified in the subroutine “psim_dke_lyp.m” that
is called by “testdke_lyp.m”, while parameter that are specific to a machine (Tore Supra,
JET, ITER, C-MOD,...) are gathered in the subroutine “ptok_dke_lyp.m”. The ma-
chine may be virtual, for benchmarking purposes. The input parameters for the RF wave
physics problem have be put in separate files, sinces they are quite independent of the
global input parameters. The corresponding file names for simplified RF wave physics
are called “psim_idealhcd_jd.m” or “psim_coldlhed_jd.m” for the Lower Hybrid wave, or
“psim_ideaeccd_jd.m” or “psim_coldeccd_jd.m” for the Electron Cyclotron wave. Other
types of waves are also available as well as input parameter files for more realistic ray-
tracing calculations.
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Once input parameters have been set, one runs the code by executing the MatLab script
“script_dke_lyp.m”. This structure allows to run several cases in a single run, for system-
atic studies of the influence of one given parameter on the final result. For example, the
role played by the Ohmic electric field may be investigated for a single value “epsi0= 0.01
and epsia= 0.01”, or multiple ones “epsi0= [0.01:0.01:0.05] and epsia= [0.01:0.01:0.05]”.
In that case, all the results are saved in different .mat binary MatLab files, in the directory
that contains “dke_1_4yp.m”, under the generic name “RESULTS_X_SY.mat” where X is
the machine name, and Y the index number of the simulation. The magnetic equilibrium
calculated by HELENA is stored in an separate file named “EQUIL_X.mat”, so that it
may be used independently by another program for calculating various moments of the
electron distribution function like the non-thermal bremsstrahlung emission.

All the results may be displayed using the MatLab routine “display_dke_lyp.m”, with
or without graphical outputs. A special interface has been also written for an easy transfer
of selected binary data to IGOR scientific display program for final reports.

The full list of routines is given in Appendix G. Except for arbitrary equilibrium cases
that require the use of the FORTRAN F77 mexfiles “helmex77.f” and “separatrix.f” which
both must be compiled!, all files are standard MatLab scripts. No external functions are
used, and once MatLab path is correctly set-up to load text files in the “Project DKE”
directory, the code can be run immediatly on any computer without additional needs.

All benchmark results discussed in the text are gathered in the file “Benchmark.txt”,
with the corresponding input parameters.

7.1 Ohmic conductivity

The determination of the Ohmic electrical conductivity

(7.1)

|

is a fundamental test for such kinetic codes. Extensive analysis have been performed to
investigate code capabilities. To avoid the runaway problem, E = 0.01, and p,,,, = 15.
Machine parameters are corresponding to non-relativistic limit TET = 0.1keV, and a rather
low density nl = 10"19m 3 at the plasma center. Here, Tj = nI = 0. Except if it is
specified, all profiles are flat. The dominant ion species is usually hydrogen, though some
simulations have been done for deuterium. No impurities are considered, except for investi-
gating the role of the effective charge. In order to investigate the effect of trapped particle,
a simplified tokamak geometry is considered, with circular plasma cross-sections and ne-
glecting any Shafranov shift. Except if it is mentionned, bounce integrals are performed
analytically, according to the expressions given throughout the text. The minor radius is
set to ap = 2.3899m and the major one is R, = 2.39m so that the normalized radius p

!The code may use a simplified magnetic equilibrium with circular plasma cross-sections, that is valid
in the large aspect ration limit ¢ < 1. More realistic equilibria are determined numericaly. First, the
external shape of the plasma equilibrium is evaluated by specifying positions of X-points and derivatives
at this point. Then the full magnetic equilibrium is calculated using pressure and current density profiles,
in agreemnt with the shape required at the plasma boundary. This procedure avoids numerical instabilities
that may arise from coarse estimate of the plasma shape.
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Collision operator | o [DKE code] | o [Karney]
Maxwellian 3.7655 3.773
High velocity 3.0158 2.837
Exact 7.4406 7.429

Table 7.1: Ohmic conductivity as function of the e-e collision model

Zess | o [DKE code] | o [Karney]
1 7.4353 7.429
2 4.3697 4.377
) 2.0619 2.078
10 1.1147 1.133

Table 7.2: Ohmic conductivity as function of the effective charge using the linearized e-e
collision model

is very close to € value from 0 to 1. In the tokamak parameter M-file “ptok_dke_lyp.m”,
the corresponding section for these simulations is named “CQL3D_OHM?”, since it corre-
sponds to conditions that have been used for code comparison with the well know CQL3D
program [?]. For all cases, except when notified, the drop tolerance level is set to 2 x 1073,
It has been also verified that the results are independent of this parameter, providing the
convergence is achieved.

First local analysis have been performed, without considering bounce averaging. The
role played by the collision operator is crucial on the driven current as shown in Table 7.1

An excellent agreement is found with Karney’s results [?], even with a coarse numerical
grid corresponding to n, = 88 and ng¢, = 120. Some slight differences may arise from the
different form of the collision operators, and the number of grid points. In that case, the
code is running in a fully conservative mode, namely without normalization of the density
at each time step (Af = 10000) , nor by forcing the Maxwellian solution at ¢ = 1/2 for the
momentum grid. When a more refined grid is used, slight evolutions are observed, and the
conductivity decreases from o = 7.4406 down to o = 7.4343, less than 0.1% for the exact
collision operator when n, = 165, while ng, is kept constant. The role of the mass is also
fairly weak, since for the deuterium case, o = 7.4471 for n, = 88. Finally, by increasing
the integration domain up to p,,,, = 20, 0 = 7.4387. The very small variation confirms
that no particle are leaving the domain of integration. which confirms that 7.4387.

As far as Z.ys is increased, the Lorentz limit is progressively reached, since the pitch-
angle predominates. This is clearly shown in Table 7.2

and in the limit Z.;r > 1, the result is well independent of the electron-electron
collision model [?]. Its value is roughly given by expression

2 1 12.766
o~ 16\/> ~ (7-2)
T Zeff  Zeff

and the analytical limit is recovered by the code with Z.;; ~ 20.
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Figure 7.1: Normalized Ohmic resistivity as function of the inverse aspect ratio €

A full 3 — D calculation has been performed with flat profiles at normalized radial
positions on the spatial flux grid [0.2,0.4,0.6,0.8], giving the following radial positions
p =[0.14142,0.31623,0.5099,0.70711,0.90554]. In that case, the code calculates itself the
pitch-angle grid and the number of step is ng, = 168, while n, = 125.The conductivity
is found to be independent of the method of calculations, and the value o = 7.4353 is
well recovered. It is found that the code remains fully conservative without forcing the
Maxwellian solution at i = 1/2 and without normalizing the density at each iteration.

Bounce averaged calculations have be performed first locally. As shown in Fig. 7.1,
an excellent agreement is found with CQL code from Ref. [?] over a broad range for the
inverse aspect ratio, and also its more recent version CQL3D [?]. At the limit € < 1, the
approximate Sigmar-Coppi expression

0/ spitzer = 1 — 1.95y/€ + 0.95¢ (7.3)

is well recovered. When € ~ 1, the value found by the code is very close to the asymptoytic
limit given by the expression of Connor, as discussed in Ref. [?].

As shown in Fig. 7.1, in 3 — D mode, the agreement with theory and CQL(3D) codes
remains fully very good, whatever the normalization reference of the electric field, at the
plasma center, or at the local position. This result gives strong confidence to the code when
kinetic calculations are simultaneously performed at various radial positions. Moreover, it
has been cross-checked that the conductivity level is independent of the sign of the electric
field, but also of the method used for calculating the bounce integrals. This latter point
is crucial and demonstrates that numerical calculations of the bounce integrals is very
accurate, even for finite inverse aspect ratio. The drop tolerance has been lowered in that
case to 10~ for ensuring a stable convergence, leading to a modest increase of the matrix
sizes. However the rate of convergence is not affected, and the final result is obtained
usually after 11 — 13 iterations, even when several radial positions are considered.
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Zets | Tr [DKE code] | T'g [Kulsrud et al.]
1 2.8487 x 10~* | 3.177 x 10~*

2 1.5904 x 10~* [ 1.735 x 10~

5 9.6565 x 10~° | 1.047 x 10~*

10 8.1878 x 10°% [ 9.0 x 107

Table 7.3: Runaway rate as function of the effective charge using the Maxwellian e-e
collision model

7.2 Runaway losses

Primary generation The loss rate I'g by primary runaway generation is also an impor-
tant physical quantity that can be determined by the code. It becomes significant when
the Ohmic electric field is large. For the benchmarking procedure, the Ohmic electric field
is then set to £ = 0.08, which corresponds to a standard value for such studies. Usually,
runaway losses become significant above E = 0.03. All other parameters are kept constant
as compared to the benchmarking procedure done for the Ohmic conductivity in Sec. 7.1.
In the tokamak parameter M-file “ptok_dke_lyp.m”, the corresponding section for these
simulations is named “CQL3D_RUNAWAY”, since it corresponds to conditions that have
been used for code comparison with the well know CQL3D program ([?]). By definition,
the code is no more conservative since runaway electrons are leaving the domain of inte-
gration. Consequently, the particle losses must be compensated in order to keep constant
the total number of particle. Consequently, the same Maxwellian solution is enforced at
i = 1/2 while the density is normalized at each iteration. It has been cross-checked that
the compensation of losses has no influence on the final solution and therefore the runaway
rate. Indeed, results normalized to the final numerical electron density found by the code,
or normalized at each time step are similar.

In a first step, a local analysis is performed, without considering bounce averaging.
Here, only the Maxwellian electron-electron collision operator is considered, for allowing
comparisons with analytical solutions, as shown in 7.3

The agreement between numerical results obtained with the drift kinetic code and
the code written by Kulsrud and coauthors is reasonably good [?], a modest systematic
difference of —15% being observed for all Z.¢; values. For Z.¢; = 1, the agreement is
slightly better with the model of Kruskal-Bernstein [?], and the relative difference is now
positive and less than 7%. The role played by the numerical grid is marginal, less than
1%. when n,, is varying from 88 to 125 or 165 while ng, is kept constant at 120.

The collision operator plays an important role in the value of I'r. As shown in 7.4,
using the Belaiev-Budker operator with first order Legendre correction leads to twice
more runaways than expected by the model of Kruskal-Bernstein. The difference is even
much larger with the model of Connor and Hastie [?]. It must be emphasized that the
expression of Mgller for the collision operator underestimate I'r by 10% as compared to
the high-velocity limit.

A full 3 — D calculation has been performed with flat profiles at normalized radial
positions on the spatial flux grid [0.2,0.4,0.6,0.8], giving the following radial positions
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Collision model I'r[Zess =1,E/Ep = 0.08]
Maxwellian (DKE) 2.27 x 1074
High-velocity limit (DKE) 2.10 x 1074
Belaiev-Budker (DKE) 3.94 x 1074
Mgller ultrarelativistic (DKE) | 1.99 x 102
Kruskal-Bernstein 2.67 x 107*
Connor-Hastie 1.00 x 1074

Table 7.4: Runaway rate as function of the collision model. Calculations are performed
with bounce-averaging, which reduce I'g by 21% as compared to data given in Table 7.3,
for similar plasma parameters.

2-D initial electron distribution function finit 2-D steady state 1st order electron distribution function f0

30| ho = 031627
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Figure 7.2: Contour plot of the electron distribution function at ¢ = 0.31623

p =[0.14142,0.31623,0.5099, 0.70711,0.90554]. In that case, the code calculates itself the
pitch-angle grid and the number of step is now ng, = 168, while n, = 125.The runaway
rate is found to be independent of the method of calculations, and the Kruskal-Bernstein
is well recovered when Z .y = 1 at all plasma radii. In Fig.7.2 , and example of a runaway
distribution at Bmin is given, for p = 0.31623. The trapped domain is large, and the region
where the electric field may accelerate fast electrons above the Dreicer limit is quite narrow
in pitch-angle. The stream lines given in Fig.7.3 along with electrons are moving in the
momentum space show the clear boundary between close loops for regular electrons that
remain in the integration domain because of collisions, and the open loops, for runaways
that continuously accelerated by the Ohmic electric field up to the integration domain.
In Fig. 7.4, the parallel component of the electron distribution function

F||(()O) (¥, py) = 2”/0 & (¢, py,pL) prdpy (7.4)
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Figure 7.3: Contour plot of the stream lines at ¢ = 0.31623

the normalized perpendicular temperature T | (1/1, pH) =T (w, pH) / TeT where

157 55" (b p1) pidp.

T (¥,p)) = 555 (7.5)
2 > 1 (py,p1) prdpy
and the parallel one T (¢,p1) = T) (¢, p1) JT! defined as
12 187 (o) pL) PRdp
Ty ($,p1) = ” (7.6)

S22 18 (pypL) dpy

are also given to illustrate the deformations of the electron distribution function with
respect to the Maxwellian shape.

Bounce averaged calculations have be performed first locally. As shown in Fig. 7.5,
it is observed TI'p decreases with the inverse aspect ratio e. The influence of toroidicity
on Dreicer generation, which is not predicted by the theory of Gurevitch [?], is in good
agreement with never published calculations using the CQL3D code. The explanation
for such an effect is quite complex, since it arises from the combination of the poloidal
dependence of the electric field value and the fact that trapped electrons do not contribute
to the runaway generation process. As shown in Sec. 3.6, the electric field on the low
magnetic field side is lower than the flux surface value, while it is larger on the high
field side, by a ratio Ry/R for circular concentric magnetic flux surfaces. So we could
expect that these electrons are more efficiently accelerated along bthe magnetic field line.
But since they are close to trapped/passing boundary, their probability to be trapped
before reaching the Dreicer limit is fairly high, and therefore, the density close to the
Dreicer boundary is likely significantly lowered. Consequently, the relative reduction of

the runaway rate B B
= r -r =0
AT, = LR = Tr(€=0) (7.7)
I'r(e=0)
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Figure 7.4: Parallel projection, parallel and perpendicular temperatures of the electron
distribution function at € = 0.31623

must be roughly given by a factor proportional to the effective fraction of trapped electron
Fy 2 ", since not only trapped but also barely trapped electron dynamics are concerned. A
fit of the numerical results confirms this coarse analysis, since

2¢
1+e¢

ATp~ —1.2 (7.8)

for € < 0.53 and lim._,0ATg (€) ~ 1.7\/¢ ~ —1.16ffff'2. This result is important, since
it indicates that runaway generation is nearly cancelled when the inverse aspect ratio is
larger than € ~ 0.5. The trapped particles have therefore a beneficial effect by preventing
runaways, that may cause severe damages to machine walls in case of disruptions.
Similar results are obtained in 3 — D mode, whatever the normalization reference of
the electric field, at the plasma center, or at the local position. As expected, the runaway
rate I is nearly independent of the sign of the electric field, and moreover, but also of
the method (analytical or numerical) for calculating the bounce integrals. The relative
accuracy which is less than 1% close to the plasma center, tends to decrease down to 50%
at the plasma edge, but since I'g is very small the error has only a weak influence®.
Once more, this demonstrates that numerical calculations of the bounce integrals is
very accurate, even for finite inverse aspect ratio. The drop tolerance has been lowered
in that case to 10™* for ensuring a stable convergence, leading to a modest increase of
the matrix sizes. However the rate of convergence is not affected, and the final result is
obtained usually after 11 — 13 iterations, even when several radial positions are considered.

Secondary generation The problem of secondary runaway generation ig*****

2The reduction factor of the runaway losses as predicted by the drift kinetic code is much larger than
calculations done using Monte-Carlo technique, as shown in Ref. [?], since the reduction factor that scales
like AT g ~ —0.5v/2¢. This discrepancy has not been resolved so far.

31t is important to note that the order of magnitude is always correct.
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Figure 7.5: Normalized Ohmic runaway rate as function of the inverse aspect ratio €

7.3 Lower Hybrid Current drive

The Lower Hybrid current drive problem is one the more important addressed by Fokker-
Planck calculations in the field of fusion by magnetic confinement. It is also certainly one
of the most demanding case regarding the numerical constraints that must be satisfied
simultaneously such as possible discontinuities and large values of the quasilinear diffusion
coefficient, presence of cross-derivatives D,¢ = D¢, # 0. In that conditions, the matrix
conditionning may be significantly reduced, leading to possible onset of numerical instabil-
ities, lack of convergence or possible convergence towards a solution that has no physical
sense. In these conditions, the demonstration that the code remains fully conservative and
gives a physical solution for a domain of parameters that is relevant for magnetic fusion
simulations is a stringent test for the validity of the projection technique of the kinetic
equations on the numerical grids as well as the correct description of both the internal
and external boundary conditions.

For the test procedure, a simplified expression of the quasilinear diffusion operator is
considered, as described in Appendix D.2.8, using the familiar boxcar shape in momentum
space 55 few =1 for vy < v < v, and EOL’ZIEW = 0 otherwise, neglecting the factor U;rh /5

as done usually in the litterature which only acceptable in principle when onnew > 1 (see
Refs. [?],[?],[?],[?]). For comparison with existing results, simulations are performed for
the couples of values (v; = 3.5,v2 = 6) and (v; = 4, vy = 7). Except it is specified, the de-
fault upper bound of the integration domain is taken at ppa.x = 20. Plasma parameters are
similar to those used in Sec.7.1 dedicated to the the Ohmic conductivity problem, except
that the reference electron temperature may take two different values 7 T =5.11x10"4keV
and T, J = 5.11keV corresponding to non-relativistic to relativistic limits respectively. The
choice of these electron temperatures allows comparaison with already published results
at ﬂ;rh = 0.01 (=~ 0) and ﬁjh = 0.1. All corresponding plasma parameters are gathered in
section “CQL3D_LH” of the M-file “ptok_dke_lyp.m”, since it corresponds to conditions
that have been used for code comparison with the well known CQL3D code [?].
Concerning the numerical parameters, the code is running by default in the fully im-
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plicit mode At = 10000, with the linearized electron-electron Belaiev-Budker collision
operator that conserve momentum. The drop tolerance for incomplete LU matrix fac-
torization is 10™*, while no Maxwellian solution is imposed at i = 1/2. The momentum
and pitch-angle grids are taken uniform with n, = ng, ~ 200 except when simulations
with different numbers of grid points or non-uniform meshes are studied. Furthermore, no
bounce averaging is considered, expect if specified.

The first problem that is addressed is the numerical accuracy with the number of grid
points. For a pure hydrogen plasma (Z, = 1), n, = ng, are varying from 50 to 250. Here
a very simple case is considered, with (v; = 3,v3 = 5), using the relativistic Maxwellian
collision operator, but at th = 0.001 (non-relativistic limit). This allows easy comparison
with previously published results [?]. As shown in Fig.7.6, significant oscillations of the
absorbed RF (Prp) power density arises when (np,ng,) < 150 which correspond to the
relative position of the lower bound of the Lower Hybrid resonance domain with respect to
the nearest grid point. The exponential decrease makes the solution very sensitive to this
parameter. For this domain of parameter, the power density absorbed by collisions (P..;)
is not exactly equivalent to (P ) , though close to unity within 5%, leading to oscillations
of the ratio (P.y) / (Prm). The current density is clearly less sensitive to the grid size,
since it is mainly driven by the upper part of the tail. Nevertheless, small oscillations are
observed for a coarse grid. Consequently, the current drive efficiency is varying significantly
when (n,,n¢,) < 150, as shown in Fig. 7.6, and a reltive accuracy lower than 0.5% is
only found when (ny,ng,) > 150. From this systematic study, is turns out that accurate
calculations with uniform pitch-angle and momentum grids require discrete steps lower
than (Ap, A&y) < 0.13. The asymptotic value of the current drive efficiency is found to
reach 14.26, very close to the value 14.35 given in Ref. [?], despite the fact that (Prm)
and (jrg) found by the code are larger by more than 10%. The difference arises likely
from the collision operator that may exhibit some differences.

The effect of the grid size of memory storage requirements and the full elapsed time
for kinetic calculations. A shown in Fig.7.7 the memory used for data storage of L and
U grows quadratically as expected from a 2 — D problem. The dashed line is a parabolic
fit that confirms this dependence. However, even if the scaling is quadratic, memory
requirement remains reasonable, because of the small coefficients pruning in the matric
factorization procedure. In the case here considered, the drop tolerance is fairly low, 1074,
but large values may drastically reduce this size as discussed in Sec.6.2.1. Much in the
same way, the full elapsed time for kinetic calculations increases also quadratically, but
since time step is very large, is remains nevertheless lower than one minute. This confirms
the effectiveness of the code, which is fast, accurate and robust, therefore fully designed
for self-consistent realistic calculations that involve a chain of codes.

For a fixed number of grid points, the upper limit of the integration domain may have
a crucial role, especially when entering relativistic regimes at ﬁ;rh = 0.1 and when the
resonance domain involves large values of vj. As shown in Fig. 7.8 for a pure hydrogen
plasma (Zs = 1), pmax must be larger than 25 for (v; = 4,vy = 7) so that 7z becomes in-
dependent of ppax, while ppmax >~ 15 is acceptable for (v = 3.5, v = 6). The ratio between
the power absorbed by the Lower Hybrid wave and by collisions is also a good estimate of
the robustness of the calculations regarding this parameter. In principle, this ratio must
be close to unity, but significant departures are observed when the upper limit of the inte-
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Figure 7.6: Variations of the Lower Hybrid current and power densities, ratio between the
RF and collision absorbed power density, and the current drive efficiency with the grid
size. Here uniform pitch-angle and momentum grids are considered. Detailed aspect of
the simulation are given in the text
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Figure 7.7: Variations of the memory storage requirement and the time elapsed for ki-
netic calculations with the grid size. Here uniform pitch-angle and momentum grids are
considered. Detailed aspect of the simulation are given in the text

gration domain in momentum space is too low. Consequently, for robust estimate of the
current drive efficiency in realistic tokamak simulations, pmax = 30 must be considered as
a reference value for relativistic calculations, providing the lower bound of the resonance
domain is larger than nj ~ 1.4. As shown in Sec. 5.7.1, values of n) lower than 1.4 becomes

rapidly highly questionable when TeT exceeds lkeV, because of the relativistic curvature
of the resonance domain that makes the code fondamentaly non conservative, like in a
runaway regime. Considering that in most plasma conditions encountered in tokamaks,
ny > 1.4, the choice of ppax = 30 makes the code fairly insensitive to the characteristics
of the Lower Hybrid wave spectrum. This is an important aspect for the robustness of
self-consistent simulations. Since the upper value of the momentum domain of integration
is fairly large, the main consequence is that the number of mometum or pitch-angle grid
points must exceed 230.

The physical benchmark of the code is performed by investigating the role played by
increasingly large values of Z;. Though this corresponds to unrealistic situations, it allows
interesting comparisons with theoretical results. As shown in Fig. 7.9, the current drive
efficiency defined as the ratio )

JLH

i = T (7.9)
is decreasing as Z; rises as expected because of enhanced pitch-angle scattering, either
for (v; = 3.5,v2 = 6) or (v; =4,vy = 7). Relativistic effects are almost negligible for the
case (v1 = 3.5,v2 = 6) but also for (v = 4, v2 = 7) when the upper limit of the momentum
integration domain is ppax = 30. For ppax = 20, the current drive efficiency is significantly
underestimated, as discussed above, when large values of v are considered, and when

relativistic effects become significant, i.e. when th = 0.1 in the case here considered. The
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Figure 7.8: Variation of the current drive efficiency with the upper mometum limit of the
integration domain

current drive efficiency scales roughly with the 1 — D non-relativistic model given in Ref.

7] .
P ~07 1wy

LH 5+ ZsIn (va/v1)

where the dependence 4/ (5 + Z5) with Z; is deduced from Langevin analysis. It is found

that the coefficient 0.7 is independent of (vy, v2). This factor could arise from that fact that

(7.10)

L . . o . —LH
the 1 — D expression is obtained in the saturated limit corresponding to Dy ,,.,, = +00,

while numerical calculations are obtained with EOL, few = 1. This result confirms on one
side the role played by pitch-angle scattering that make the kinetic problem a 2 — D
one, and that on the other side, important aspects of the 1 — D description remains
still valid. The 1 — D aspect of the Lower Hybrid physics is supported by the ratio
nLp [v1 = 3.5,v2 = 6] /nLy [v1 = 4,v2 = 7] which is close to the expected theoretical value
0.75 when Z; is not too large. In this regime, electron-electron interactions deeply con-
tribute to the current drive process that is fundamentaly 1-D in momentum space, since
resonace acceleration takes place along the magnetic field line. When Z; > 1, the ratio of
current drive efficiencies drop much faster, since 2 — D effects start to become important.
From these tests, it is clear that the code captures most of the features of the Lower
Hybrid current drive. The parametric dependence with Z; indicates that 1 — D physics
predominates over the 2 — D one provided Z is not too large. The 2 — D effects are
just corrections that may be incorporated in a single reduction factor. It is important to
mention that this result is independent of the model for describing electron-ion collisions,
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Figure 7.9: Variation of the current drive efficiency with the main ion charge in the plasma

(v1,v2) | ng [DKE code] | nrm [?] | nom [?]
(3.5,6) | 21.4 223 | -
(4,7) | 28.38 288 | 207

Table 7.5: Lower Hybrid current drive efficiencies 0z in a pure hydrogen plasma from
various 2 — D relativistic Fokker-Planck codes

considering an ion Maxwellian background, or the high-velocity limit.

Successful comparisons between different Fokker-Planck codes have been performed.
Results are given in Table 7.5 for a uniform grid,

considering the current efficiency in normalized units, but also an excellent agreement
is found in absolute units, as shown in Table 7.6 taking the same value for the Coulomb
logarithm, In A = 15.

An important question is the code reliability owing to the increase of ﬁéﬁew. Indeed,
in weak absorption regime, as often encountered in Lower Hybrid current drive regime

. —LH o . o :

in present day tokamaks, D ., may exceed significantly unity. In principle, there is
. . —LH .

no limitation on the value of Dy ., and numerous analytical results corresponds to the

asymptotic solution EOL’ZIM = 4o00. However, limitations do exist in numerical simula-
tions, and it is important to qualify the robustness of the code regarding this problem.
A systematic study has been performed for (v; = 3.5,v2 = 6) and (vi = 4,v2 = 7), with
ﬁ:h = 0.001 and th = 0.1. In these simulations, pmax = 30, and uniform momentum and
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(v1,v2) | ng [DKE code] | nrm [?] | [CQL3D code] [?]
&7 |32 31.96 | 31.34

Table 7.6: Lower Hybrid current drive efficiencies (A - m/W) in a pure hydrogen plasma
from various 2 — D relativistic Fokker-Planck codes

30 x x x I
w0l (200x200) ¢ |
. (300x300) %
SOk ¢ i
So0f @ O o _
10 (o, mnm )Dlh(3‘5 <v,< 6)=1
0 | (o, e, % )DA<y,<T)=1
1.4 x x x x x
A 121 (200x200) ¢ |
5
T — . (300X300). %]
E °
Y oosl - -
0.6 | ! 1 ! 1
12 x x x x x
11 _
A
¥ 1.0 G- B g *
g ¥ R
0.9 (m, ¢)B, 001 _|
(O, ¢ )P, 01
0.8 | | | ! |
0 2 4 6 8 0 12

cmcem

Figure 7.10: Variation of the current drive efficiency with the amplitude of the quasilinear
diffusion coefficient for the Lower Hybrid current drive problem

pitch-angle grids are taken, with a size n, = ng, ~ 200 except when specified.

As shown in Fig.7.10, for all simulations with ﬁofw ranging from 1 to 10, the conserva-
tive scheme is preserved, which clearly indicates the robustness of the discrete projection of
the Fokker-Planck equation on the numerical grid. Furthermore, from the non-relativistic
regime to the relativistic one, the ratio (P.y) / (Prm) is close to 1, as expected when the
solution has a physical sense, i.e. when ﬁgfw < 2 only. It is interesting to observe that

the current drive efficiency does not vary significantly from ﬁ(]igew =1 to ﬁOLfew = 2,
which indicates that the saturated regime with a flat plateau is almost reached when
Dinew = 1.

When Eé}fw exceeds 5, numerous numerical problems occur. For 5;rh = 0.001, the
value of the driven current has no sense, and may have also the wrong direction, while
the ratio (P.y) / (Prm) is always far from unity. This situation can never be recovered
by increasing the grid size up to n, = ng, ~ 300. The difference between distribution
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Figure 7.11: Contour plot of the electron distribution function for Dy = 10
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Figure 7.12: Contour plot of the electron distribution function for Dpg = 2

functions given by the code with Egy Zew = 2 and EoLfew = 10 is clearly visible between
contour plots in Figs.7.11 and 7.12, for the case (v; = 3.5,v9 = 6). Spurious shapes appear

for Eénew = 10 whose weight in the current drive efficiency calculation is dramatic.

Conversely, for 55 ffew = 2, the distribution function is well behaved, and the stream
countours given in Fig.7.13 clearly have the expected physical shape.

Attempt to reduce this problem by smoothing the momentum variation of ﬁoLfew,
in particular the sharp transition at the resonance domain boundaries, turns out to be
absolutely useless. With a 5 points smoothing, the onset of numerical instabilities remains
similar to the one with sharp variations.

For the relativistic regime th = 0.1, the effect of increasing ﬁéﬁew above 5 is more sub-
tile since in that case the current drive efficiency increases significantly, while (Pe.;;) / (Prm)
remains close to 1 within 20%. It is therefore very difficult to identify unambiguously that
the solution has no physical sense. In order to cross-check that the solution is wrong, the
grid size has been increased up to n, = ng, ~ 300. In that case, the effect is spectacular,
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Figure 7.13: Contour plot of the electron stream function for Dyg = 2

and the current drive efficient drops down to an acceptable level, while (P..;) / (Prg) is
very close to unity for E{i I:ew = 10 as shown, in Fig. 7.10. Still visible, this effect is weaker

—LH
for Dg ey = 9-

From this analysis, it is clear that a too coarse grid leads to strong limitations on
the upper value of ngm that may be used for accurate estimate of the current drive
level with sharp variation of the Lower Hybrid quasilinear diffusion coefficient. It is clear
that this problem is enhanced in the non-relativistic regime, for an unknown reason yet.
Finally, a smooth transition from a solution that has a physical sense to a solution that has
no physical sense is clearly observed by increasing 5éfew. There is no evidence that this
problem corresponds always to an increase of the current drive efficiency. This difficulty
is particularly difficult to handle, since no clear criterion may help to reject the solution.
Consequently, it is highly recommended to avoid the use of the code with ngw larger
2 to be free from numerical problems for almost all situations. In any case, forcing the
Maxwellian solution close to p = 0 and normalizing the density at each iteration when
numerical problems occur is usualy useless, since the solution given by the code remain in
general fully non physical, though convergence can be ensured. In that case, the overall
absorption process fails, and the result has no meaning. A possible way to overcome this
problem is to perform calculations with the upper acceptable ﬁofew = 2 value, while using
an adhoc correcting factor, in order to recover the solution corresponding asymptotic limit
at E& H o =+o0.

From the physical point of view, it is not surprizing that the use of very large ﬁé I,iw
values leads to numerical instabilities. Indeed, in that case, the characteristic quasilin-
ear time in the resonance domain is close to zero, with respect to the collision time.
Consequently, there is some degeneracy in the corresponding part of the matrix, since dif-
ferent regions of the momentum space are instantaneoulsy connected at the collision scale.
Therefore, parts of the matrix do not provide additionnal information, but the numerical
errors related to the projection of the differential equations on the numerical grids act like
a reservoir of numerical instabilities in that case. There are some similarities with the

295



7.4. Electron Cyclotron Current drive 7. Examples

implicit description of the trapped electrons, when bounce-averaged Fokker-Planck equa-
tion must be solved. The only and consistent way to solve this problem is to remove the
domain where the time ordering fails, and establish correct internal boundary conditions
so that the density of electron at vy is exactly equal to the one at vy at all pich-angles &
grid points. Obviously, this process adds new off-diagonal coefficients in the matrix, but
in that case, the conditionning of the matrix is preserved even for ﬁé few = 4o00. With
the new general method of partial matrix factorization discussed in Sec.6.2.1, such an
approach may be in principle easily tractable, without prohibitive computational efforts.
The role played by a non-uniform pitch-angle grid is critical, since in realistic simula-
tions, bounce-averaging must be considered with trapped-passing boundaries that moves
in mometum space with the radial position. In that region, the pitch-angle gris step
must be lower, for more accurate results. Concerning the momentum grid, as discussed in
Sec.5.4.3 the domain where the grid is non-uniform, is by construction far from the region
where the quasilinear diffusion coefficient is different from zero, and consequently all the
results obtain for the uniform grid are valid. It is found that a non-uniform pitch-angle
grid has no effect for ﬁéfew < 2, np = ng, =~ 200 and ppax = 30 on the solution found
by the code, within less than 1%, which is an important result for 3 — D operation, even
when Z; increases, and 2 — D broadening by pitch-angle scattering plays progressively a
dominant role over the parallel direction along the magnetic field line direction.
Ultimate benchmarks have been performed to validate the implementation of the Lower
Hybrid current drive in the code in 3— D configuration and relativistic regime, in presence
of bounce-averaging. The same radial grid introduced for the electrical conductivity calcu-
lations in Sec. 7.1 is used, and flat profiles are considered, so that only the role of trapped
electrons comes into play. In Fig.7.14 | a typical case for 5& In{ew =1, np = ng, ~ 200 and
Pmax = 20 with (v; =4,v9 =7) at p = 0.31623 is shown. This corresponds to a similar
inverse aspect ratio e, since in this calculation a, ~ R,. Only a part of the quasilinear
domain at large p, intercepts the trapped-passing boundary, leading therefore to a mod-
est reduction of the current drive efficiency, by 6% in this case. The contour plot of the
corresponding quasilinear domain is shown in Fig. 7.15, and in Fig.7.16 the 1 — D like
distribution function FH((?) (w,p”) averaged over the direction perpendicular to the mag-
netic field line direction, as well as the parallel and perpendicular temperatures 7} and
T . defined in Sec. No anomalous numerical behaviour is observed. An important results
is that the current drive efficiency does not vary when the resonance domain is replaced

by (v1 = —7,v9 = —4). Only the sign of the current is reversed. Moreover, when a com-
pound spectrum is launched, with (v; =4,v9 = 7) and (v = —7,vy = —4), the current
level given by the code is zero within the numerical accuracy, at least 3 orders of mag-
nitude lower than for the case (v =4,v3 =7) or (v1 = —7,v9 = —4) alone. This results

confirm the robustness of the numerical scheme, for complex and realistic modeling of the
Lower Hybrid current drive problem.

7.4 Electron Cyclotron Current drive

7.4.1 Introduction
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Figure 7.14: Contour plot of the electron distribution function at € = 0.31623

cImcIn

pperp/pth-ref

Lower Hybrid diffusion coefficient (nhu-ref*pth-ref?)
T

rho = 0:

T T T
31623

ppar/pth-ref

Figure 7.15: Contour plot of the Lower Hybrid quasilinear diffusion coefficient at ¢ =

0.31623

297



7.4. Electron Cyclotron Current drive 7. Examples

(tho = 0.31623) (tho = 0.31623) (tho = 0.31623)

'l ——init | ——finit
o

a0f-i 1 Y

: 708 :

P : d

P 3y o i

H . 60|

107° b o | : [ i
. 30p 1ot i { H

T

For/
3
Tperp/Te-ref
m
3
Tpar/Te-ref
&
8

|
|
d \
|
] : s E . }
] I - 10 -1 : 3
102 I i i Pl = EEEE Sl ni
-10 0 10 -10 0 10 0 5 10 15
cmem ppar/pth-ref ppar/pth-ref pperpipth-ref

Figure 7.16: Electron distribution function averaged over the perpendicular momentum
direction at € = 0.31623. The perpendicular and parallel temperatures are also shown

Fast and accurate kinetic calculations of electron cyclotron current drive (ECCD) are of
great importance given that ECCD provides the most controllable and adjustable known
source of CD in tokamaks, and is used in a wide range of advanced tokamak experiments,
including to achieve fully non-inductive steady state operation and stabilize neoclassical
tearing modes . The calculation of ECCD requires to use all the features and power of
the the DKE code, including the fast implicit treatment of trapped particles and momen-
tum space fluxes at the trapped/passing boundary. Indeed, wave-induced trapping and
momentum exchange with trapped particles are a dominant aspect of off-axis ECCD as
they explain the Ohkawa effect.

We illustrate ECCD calculations using an idealized DIII-D scenario with R, = 1.67 m,
ap =0.67Tm, By =2T, Zeg = 2, Too = 4 keV and ney = 3x 10" m~3. The temperature and
density profiles are either parabolic or constant, as specified for each following simulation.
The poloidal magnetic field is assumed to be negligible. For simplicity, the plasma is
assumed to be circular without Shafranov shift. The primary ECCD parameters are X-
mode polarization, Ny =03, fec = 110 MHz Pygc = 1.0 MW and Gaussian spectrum
width AN = 0.02. For these parameters, an ideal EC beam propagating from the low
field side on the outboard midplane (6, = 0) would be absorbed at second harmonic
near the plasma center, and the peak in the power deposition profile would be located at a
normalized radius p = 0.1. At this location, the frequency ratio yo = 2w, /w, which defines
the position of the resonance curve in momentum space (along with NH), is yo = 0.98.
The normalized diffusion coefficient is Dgg#, = 0.15. In the following sets of calculation,
the relaxation is let to evolve completely freely: no normalization between time steps and
no forced Maxwellian at p = 0.

7.4.2 Grid size effects
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Figure 7.17: ECCD in DIII-D (p = 0.1, Dgc = 0.15, N = 0.3, Y = 0.98). Output density
(a), normalized current density (b), normalized absorbed power density (c), normalized
current drive efficiency (d), ratio of power absorbed to power lost on collisions (e), as a
function of grid size (n, = n¢).
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In the first set of calculations, we consider the primary ECCD case (p = 0.1, 6, = 0,
Ny =03, AN = 0.02, y2 = 0.98, Digs = 0.15) and vary the size of the momentum
grid (np,n¢), which is taken to be uniform (Fig 7.17). The maximum momentum grid
point is set at pmax = 10. The computed electron density increases slightly then stabilizes
during the relaxation and reaches an output value neout with ((neout — ne) /ne < 6%). This
difference is quite small given that a EC diffusion coefficient of Dfg, = 0.15 is rather large.
The output density does not rapidly converge to 1 when the grid size in increased (graph
a) which indicates that the primary reason for the density increase is not the precision of
the discretization scheme. The the flux-surface averaged driven current densiry (graph b)
converges towards a normalized asymptotic value jgoc = 2.4 x 1072 (encvre). However,
there are oscillations in the evolution of j¥C with (np,ng) which account for most of
the disparity with jo. These oscillations can be attributed to the sharp Gaussian-like
evolution of the diffusion coefficient in momentum space, with a characteristic variation
size that is smaller than a grid step. The gaussian shape of the spectrum being somewhat
smoother than the LH square spectrum, the variations in j¥€ are less important than for
the previous LH case. The calculation of the the flux-surface averaged density of power
absorbed (graph c) is however quite robust and does not depend much on the grid size.
It rapidly converges to a value p5¢ = 1.8 x 1072 (n¢m.vev%,). The evolution of the
normalized figure of merit ¢ = jF€ /pFC mostly follows the variations of jFC (graph d).
It converges to a value of nE° = 1.3 (e/mevevre). For a 100 x 100 grid, the mean error
on j€ and "€ is about 10%. It reduces to less than 5% for a 200 x 200 grid. The ratio
of the power absorbed from ECW to the power lost on collisions expectedly tends to 1
as the grid size increases (graph e), until the grid size reaches about 150 x 150, where it
undergoes an unexplained jump to about 1.1.

The requirements of ECCD calculations on the maximum momentum pp,ax are far more
easily satisfied than for LHCD. To illustrate this, we consider the same case (p = 0.1,
Oy = 0, Ny = 0.3, AN = 0.02, y2 = 0.98, Dygty = 0.15) and fix ng = 100. The
maximum momentum pmax and the momentum grid size n, are varied proportionally so
that the momentum step size remains unchanged and the discretization effects are therefore
removed. The results are shown on Fig. 7.18. None of the relevant integral quantities
(Neout, GEC, pEC pEC /pCOL, nEC) varies significantly for pmax/pre > 7. For comparison,
the maximum value of p; on the resonance curve is p'¥° = 2.7pr. and the maximum

1 ,max
value of p is piSs. = 6.4pre.

7.4.3 Electron trapping effects

In the next set of calculation (Fig. 7.19), we keep the same ECCD parameters (6, = 0,
Ny =0.3, AN =0.02, y2 = 0.98, Digé, = 0.15) but vary the radial location of ECCD. The
density and temperature profiles are kept constant such that the only effect to consider
is the increasing number of trapped particles as e = r/R,, increases. The output density
increases slightly with e (graph a) but remains acceptable. The density of driven current
steadily decreases and reverses signs for € > 0.16 (graph b). This evolution indicates that
the Ohkawa effect, which is due to ECW-induced trapping and drives a counter-current,
eventually compensates and even dominates the Fisch-Boozer effect. In fact, the Ohkawa
current density peaks at € ~ 0.25 and then ‘ jEC} goes back to 0 as e further increases.
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Figure 7.18: ECCD in DIII-D (p = 0.1, Dgc = 0.15, N = 0.3, Y = 0.98). Output density
(a), normalized current density (b), normalized absorbed power density (c), normalized
current drive efficiency (d), ratio of power absorbed to power lost on collisions (e), as a
function of momentum grid limit pmax (17p = 10pmax, ne = 100).
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The ohkawa effect is maximum where the EC resonance curve in momentum space is
tangent to the trapped passing boundary, so that wave-induced trapping is maximum.
For larger € - or wider trapping region - most of the EC power is transferred directly to
trapped electrons, which do not drive current. This explains why | jEC| —0ase>0.25
increases. The density of power absorbed slowly increases with € (graph c). The increases
is faster for € > 0.25, which can be expected since at these location, increasing coupling
with trapped particles occur. Indeed, because of the fast bounce motion, this coupling
is effectively distributed between trapped electrons travelling in both directions. This
distribution divides the effective magnitude of the diffusion coefficient by two but also
doubles the amount of resonant particles in the trapped region. As a result, quasilinear
effects on ECCD with trapped particles are reduced, which explains the larger density of
power absorbed. The evolution of the normalized figure of merit is similar as that of ‘ jEC‘
(graph d) and the ratio of he power absorbed from ECW to the power lost on collisions is
quite stable, and very close to 1.

7.4.4 Momentum-space dynamics

In order to illustrate the momentum-space dynamics of ECCD, the 2D distribution func-
tion is plotted in the (p”,p L) space (Fig. 7.20). The case considered here is again our
primary example (p = 0.1, 6, = 0, N = 0.3, AN = 0.02, y2 = 0.98, Df¢, = 0.15).
On graph a, the initial Maxwellian (thin blue contours) and the steady-state ECCD dis-
tribution (thick red contours) are displayed, as well as contour of the magnitude of the
EC diffusion coefficient (green dashed contours). The distortion of the distribution from
a Maxwellian in the vicinity of the resonant region is clearly visible. Collisions are try-
ing to restore the Maxwellian and induce momentum-space fluxes that affect the entire
momentum space. By integrating over p,|, we obtain the parallel distribution

Fy(py) =2 /OoopLdPL S (p,pL) (7.11)

shown on graph b. In the non-relativistic limit, the integration of (ep”/'me) F (pH) over pj
gives the driven current density. The Fisch-Boozer effect, resulting in an accumulation of
particles with large, positive p, appears clearly. This effect - understood as an asymmetric
resistivity due to EC heating - is also illustrated on graph c¢, where the perpendicular
temperature is plotted as a function of p|; the difference in temperature, due to asymmetric
EC heating, induces the asymmetric resistivity and driven current. Note that EC induced
diffusion in momentum space is mostly in the perpendicular direction, and therefore does
not directly drive any current. It is always the collisional response to this diffusion which
drives a current.

7.4.5 Coupling to propagation models

The code can be coupled to ray-tracing calculations. Iterations on the 3D ECCD calcu-
lations ensure that the power absorbed from the EC wave is consistent with the power
travelling in the EC beam. Such calculations are very fast, thanks to the fully-implicit
3D algorithm. To illustrate this, we consider a simplified ECCD scenario with X-mode
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Figure 7.19: ECCD in DIII-D (Dgc = 0.15, N = 0.3, Y = 0.98). Output density (a),
normalized current density (b), normalized absorbed power density (c), normalized current
drive efficiency (d), ratio of power absorbed to power lost on collisions (e), as a function
of the inverse aspect ratio € = r/R,; temperatures, densities and Z.g are kept constant
across the plasma.
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Figure 7.20: ECCD in DIII-D (p = 0.1, Dgc = 0.15, N = 0.3, Y = 0.98). 2D electron
distribution function (a), parallel distribution function (b) and perpendicular temperature

(c); blue thin lines represent fin;t, red thick lines represent fy, and green dashed contours
represent Dgc.
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Figure 7.21: ECCD in DII-D (0, = 0, Pec = 1 MW, N = 0.3, fec = 110 MHz).
Current and power densities deposition profiles. 3D calculation with n, = n¢ = 100,ny =
26.

polarization, N = 0.3, fgc = 110 MHz, Pogc = 1.0 MW and Gaussian spectrum width
AN = 0.02. The EC beam propagates from the low field side on the outboard mid-
plane (6, = 0). The evolution of N | due to toroidicity is neglected, and the cold plasma
model is used to solve the dispersion relation. The DKE calculations are performed on
a ny x ny X ng = 26 x 100 x 100 grid, and consistency between travelling and absorbed
power is reached after 4 iterations. The resultant current density and absorbed power
density profiles are shown on Fig. 7.21. The current profile appears to be shifted slightly
to the right compared to te power profile. This shift results from the fact that at p > 0.1,
resonant electrons are further in the tail of the distribution - meaning that they are less
collisional - than at p < 0.1, and therefore the local efficiency is higher for p > 0.1. The
location p = 0.1 corresponds to the peak in the absorbed power profile, which justifies
taking this value for the previous simulations.

7.4.6 Conclusion

To sum up, we have shown that the DKE code accurately describes and calculates ECCD.
It runs robustly in the free conservative mode. Grid parametric requirements are some-
what less restrictive than for LHCD, because the EC diffusion coefficient variations are
somewhat smoother. It accounts correctly for trapped electron effects, such as the Ohkawa
current. It can be used to simulate actual ECCD scenarios, including coupling and con-
sistency with ray-tracing calculations.
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Figure 7.22: Radial grid for 3-D JET current drive simulation. Circles correspond to the
normalized poloidal flux coordinate v, while crosses correspond to normalized radius p

7.5 Fast electron radial transport

This simulation is here presented to illustrate code capabilities for a realistic magnetic
configuration and a hot deuterium plasma. It corresponds to a typical JET Lower Hybrid
current drive discharge, where both bounce-averaging and fast electron particle transport
are considered. Global parameters of the discharge are gathered in section “JET” of the
tokamak parameter M-file “ptok_dke_lyp.m”.

As shown in Fig.7.22 | the spatial ¢ half-grid, on which the electron distribution
function is calculated, is non-uniform, though grid steps Ap for the normalized radius
defined in Sec. 2.1 are constant for this example. The spatial mesh size for féo) has
ny — 1 = 14 points, which is the typical number of spatial grid points considered in
most of the current drive simulations. The corresponding pitch-angle grid is strongly non
uniform, as indicated in Fig.7.23, since trapped/passing boundaries corresponding to all
radial positions are exactly placed on the flux grid in momentum space. The total number
of pitch-angle points for féo) is n¢, —1 = 206. Finally the momentum grid is also taken no
uniform with n, —1 = 210 points. As shown in Fig.7.24 the momentum grid is first nearly
uniform in the vicinity of p = 0 for the first twenty points, with a small step Ap ~ 0.07 ,
as indicated in Fig. 7.25. For p 2 1.5, the grid is also uniform, but with larger momentum
step Ap ~ 0.15. The smooth transition between the two grids involves 7 grid points.

Temperature and density profiles used as input for the magnetic equilibrium calcu-
lations done by HELENA code are presented in Fig. 7.26. As usual in current drive
regime at low density, the electron temperature profile is peaked, and its value is much
larger than ion temperature. The dominant ion (deuterium) profile is determined selfcon-
sistently from the electron density and effective charge profiles, the latter being taken flat
at a level of Z.;y = 1.5. In the calculations which are based on electroneutrality, only
one fully stripped impurity is considered, i.e. carbon Zs = 6, in order to avoid the use of
an impurity transport code. The resulting 2 — D contour plot of the magnetic poloidal
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Figure 7.23: Pitch-angle grid for 3-D JET current drive simulation.
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Figure 7.24: Momentum grid for 3-D JET current drive simulation.
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Figure 7.25: Momentum grid step for 3-D JET current drive simulation. Circles correspond
to the flux grid, while stars to the distribution function half-grid

flux surfaces is given in Fig. 7.27, for a configuration with a bottom X-point close to the
divertor. Here, calculations are performed for a monotonic safety factor profile.

In the calculations, fully relativistic corrections are considered. In Fig.7.28, the devi-
ation from the relation v = p clearly indicates that relativistic corrections come into play
when p > 44. Consequently, since a simplified expression for the Lower Hybrid quasilinear
diffusion operator is considered, as described in Appendix D.2.8 and used in Sec. 7.3,
boundary values of the resonance domain which correspond to (v; = 3.5,v2 = 6) exhibit
strong curvature as a function of p, as shown in Fig. 7.29. In order to simulate a spa-
tialy localized off-axis absorption of the RF power, the quasilinear diffusion coefficient

Eﬁ fw (¢, p)is defined as

2
eak
—LH —LH 2v/In 2 P=PLH
DO,new (¢)p) = DO,new (0,])) \/77‘_ eXp | — ( 2> (712)

( Apru )

2vIn2

where ﬁgﬁew (0,p) = 1 in the interval v; < v < vg, and pIL’efIk = 0.5 is the radial position
at which absorption is maximum, and Apry = 0.2 the half-width. For p < 0.2 and
p > 0.65, power absorption is null.

Fast electron radial transport that could result from magnetic turbulence is expressed
in the usual form

DY (w,p) = DY (0,p) H (Joy| = vye) (|oy] = vje) /o) (7.13)

where D9 is the radial diffusion coefficient as defined in Sec.6.3. Here, Dfﬂo) scales like ‘v” ‘
as expected from theory [?], with a velocity threshold which is set to 3.5. The simulation is

“Here v and p are normalized respectively to pin /me and p:p, where m. is the electron rest mass and psp
the thermal momentum.All reference values in the calculations are taken at the plasma center, including
per as discussed in Sec.6.3.
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Figure 7.26: Ion and electron temperature and density profiles, and effective charge profile
used for calculating the JET magnetic equilibrium with HELENA. Here hydrogen and
tritium densities are zero (pure deuterium plasma) . The poloidal flux coordinate v as

function of the normalized radius p in the equatorial mid-plane corresponds to the magnetic
equilibrium code output
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Figure 7.27: 2 — D contour plot of the poloidal magnetic flux surfaces as calculated for
JET tokamak by the code HELENA
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Figure 7.28: Momentum dependence of the relativistic Maxwellian distribution function
at p ~ 0.36, and relation between velocity v and momentum p. The deviation from the
main diagonal indicates that above p = 4, relativistic effects become important
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Figure 7.29: 2 — D contour plot in momentum space of the Lower Hybrid quasilinear
diffusion cofficient at p ~ 0.36. The relativistic curvature of the lower bound of the
resonance domain avoid intersection with the region of trapped electrons. The two full
straight lines correspond to trapped/passing boundaries at that radial position

performed with Dfpo) = 5m? /s, its value and the threshold level being uniform throughout
the plasma, while any convection is neglected. The 2— D contour plot of the D&O) is shown
in Fig. 7.30

The 3 — D simulation is performed in the fully implicit mode with usual parameters,
i.e. At = 10000, using the linearized electron-electron Belaiev-Budker collision operator
for momentum conservation. While the time taken to calculate all matrix coefficients as-
sociated to momentum dynamics is extremely fast, of the order of 120s°, since calculations
may be performed in a vectorial form that is very convenient for MatLab, coefficients for
radial transport needs a much longer computer time is this version of the code, typically
an order of magnitude more. This limitation results from the fact that loops have been
used in MatLab as a consequence of the complexity of the coefficients arrangement in the
matrix related to the change of the trapped/passing boundary with radial position. In
that case, a specific MEX-file written in C or FORTRAN should considerably reduce time
consumption, at a level comparable to the one needed for calculating the coefficients which
result from momentum dynamics.

In the case of full 3 — D calculation, the Maxwellian solution is imposed at i = 1/2.
Though this condition is not necessary in principle, it turns out to increase matrix con-
ditionning, and reduce significantly the memory required to store LU matrices. However,
no normalization of the density at each time step is performed. Consequently, the drop
tolerance for incomplete LU matrix factorization may be increased from 107 to 1073 as
compared to the case without radial transport, a important advantage since it reduces con-
siderably computer time consumption for performing the incomplete factorization®. On a

® Absolute computer time values may depend significantly from the charge of the computers. A reduction
by 50% is likely for a workstation with few jobs.
51t is interesting to note that the presence of a radial transport contributes also to use larger drop
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Figure 7.30: On the left side, 2 — D contour plot of the radial diffusion rate at p ~ 0.36.
The velocity threshold corresponds to a kinetic energy of 35 keV approximately in the
MK S A units. On the right side, the velocity dependence of Dg)) at =1

Compaq workstation, the characteristic time used for this calculation is around 1500s, and
the memory required to store LU matrices is 214M Bytes in the example here studied.

Once LU matrices are calculated, the convergence is very fast. it is achieved after 6
iterations, corresponding to the minimum value required for a correct convergence with
the explicit momentum conservation term (first Legendre truncated term) as discussed in
Sec.6.2.2. As shown in Fig.7.31, the code is fully conservative, within less than 1%.

While the absorbed RF power density profile given in Fig.7.32 shows a localized peak
around p = 0.5, the current density profile is much broader, as indicated in Fig.7.33. In
the direction of the plasma center, the broadening effect is weak, since collisional slowing
down prevails over radial transport when density is high. Towards plasma edge, the effect
of radial transport is much more visible, and for p > 0.6, all the fast electrons are driven
by this mechanism instead of direct kinetic resonance. The effect of plasma magnetic
equibrium on radial transport is fully considered in the calculations.

Comparison between distributions at radial positions where RF absorption peaks
(Figs.7.34 and 7.35) and in the region where radial transport predominates (Figs.7.36
and 7.37) clearly shows the difference of dynamics in momentum space. While a plateau
is clearly formed at p ~ 0.36, the distribution exibits a bump at p ~ 0.78. There are
nevertheless some reminiscence of the Lower Hybrid quasilinear resonance boundaries. In
all figures, the output of the code is clean from numerical instabilities, even far from the
resonance domain, which confirms the robustness of the numerical scheme here employed
for 3 — D calculations.

Finally, it is important to mention that the power density absorbed by collisions is
much broader than the RF contribution, as shown in Fig. 7.32. Since radial fast electron
transport makes the current response non-local, in that case the current drive efficiency

tolerance parameter, by smoothing out the momentum dynamics. It acts like a regularization process
which increases the matrix conditionning.
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Figure 7.31: Relative particle conservation of the drift kinetic code for the 3 — D JET
Lower Hybrid current drive simulation
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Figure 7.32: Flux surface averaged power density profiles for collision, RF and Ohmic
electric field absorption for the 3 — D JET Lower Hybrid current drive simulation.
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Figure 7.33: Flux surface averaged current density profiles for the 3—D JET Lower Hybrid
current drive simulation.
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Figure 7.34: 2 — D contour plot of the electron distribution function at p ~ 0.36 for JET
Lower Hybrid current drive

(rho = 0.36669) (tho = 0.36669) (tho = 0.36669)

I
H o

o | —— finit ||
o

|

®
: :
5
w 1oL 4 .
10 g
g o
= .
107k 1
! 20 7 : X
i H j 3
i - S U [S S S |
20 0 20 20 0 2 0 10 20
cmem ppar/pth-ref ppar/pth-ref pperplpth-ref

Figure 7.35: Electron distribution function averaged over the perpendicular momentum

direction at p ~ 0.36 for JET Lower Hybrid current drive. The perpendicular and parallel
temperatures are also shown
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Figure 7.36: 2 — D contour plot of the electron distribution function at p ~ 0.78 for JET
Lower Hybrid current drive
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Figure 7.37: Electron distribution function averaged over the perpendicular momentum

direction at p ~ 0.78 for JET Lower Hybrid current drive. The perpendicular and parallel
temperatures are also shown
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may be only defined as the ratio of the total current driven by the wave and the total RF
absorbed power in the plasma.

7.6 Fast electron magnetic ripple losses

This simulation is here again presented to illustrate code capabilities for a realistic mag-
netic configuration and a hot plasma. The problem addressed corresponds to fast electron
losses in magnetic ripple, between two consecutive toroidal magnetic field coils. The case
studied correponds only for the Tore Supra tokamak, which exhibits a very large magnetic
ripple on the outer plasma edge, of the order of 7% [?]. Though the description of the
physical process is not fully consistent with the basic assumptions of the code, and the
bounce-averaged theory especially, calculations are expected to give valuable informations
of the loss rate profile.

Simulations parameters are exactly those used in Sec.7.5 for fast electron transport
studies, except that the magnetic configuration corresponds to the tokamak Tore Supra
which has a circular plasma cross-section, and that fast electron radial transport is here
neglected. Moreover, the magnetic ripple losses are modelized by a characteristic loss
(drift) time I/d_SlT = 1000 inside the supertrapped domain bounded by || < &osr and
P 2 pe as discussed in Sec.3.6.

Temperature and density profiles used as input for the magnetic equilibrium calcu-
lations done by HELENA code are presented in Fig. 7.38. As usual in current drive
regime at low density, the electron temperature profile is peaked, and its value is much
larger than ion temperature. The dominant ion (deuterium) profile is determined selfcon-
sistently from the electron density and effective charge profiles, the latter being taken flat
at a level of Z.y; = 1.5. In the calculations which are based on electroneutrality, only one
fully stripped impurity is considered, i.e. carbon Z; = 6, in order to avoid the use of an
impurity transport code. The resulting 2 — D contour plot of the magnetic poloidal flux
surfaces is given in Fig. 7.39, where the Shafranov shift is clearly visible. Here, calcula-
tions are performed for a monotonic safety factor profile, like for the JET case discussed
in the previous section.

In order to be concerned by more energetic electrons in this simulation, the Lower
Hybrid quasilinear resonance domain is slightly at higher energy, i.e. (v; =4,v3 =7),

with the same radial profile dependence of Eéfew (1, p) as discussed in Sec. 7.5. The
RF power absorption takes place close to p ~ 0.4 as shown in Fig.7.40. In this case, the
current density and RF power absorption profiles are aligned, since the physics is basically
local (slowing-down).

As shown in Fig. 7.41, the fact electron loss rate exhibits a clear peak at p ~ 0.7, as
observed experimentaly. The 3 — D calculations reproduce therefore correctly the profiles
given by previous studies with a 2 — D Fokker-Planck code [?]. In addition, the two
methods used to evaluate the magnetic ripple loss rate profile, as discussed in Sec.3.6
gives very similar quantitative results, that makes the code very reliable concerning this
problem.

The detailed dynamics in momentum space is given by the 2 — D contour plot. As
shown in Fig.7.42 at the radial position p ~ 0.44, the supertrapped domain defined by
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Figure 7.38: Ion and electron temperature and density profiles, and effective charge profile
used for calculating the Tore Supra magnetic equilibrium with HELENA. Here hydrogen

and tritium densities are zero (pure deuterium plasma) .
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Figure 7.39: 2 — D contour plot of the poloidal magnetic flux surfaces as calculated for
Tore Supra tokamak by the code HELENA
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Figure 7.40: Flux surface averaged current density profiles for the 3 — D Tore Supra Lower
Hybrid current drive simulation.
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Figure 7.41: Magnetic ripple loss rate profile for Tore Supra tokamak in Lower Hybridcur-
rent drive regime, as calculated by two different methods (see the text for more details)
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Figure 7.42: 2 — D contour plot of the electron distribution function at p ~ 0.44 for Tore
Supra Lower Hybrid current drive

|€0| < &osr in which electrons are considered as lost lies well inside the domain where
electrons are trapped [§y] < &or. The collisional detrapping threshold is approximately
pe = 5 at the local density here presented. The effect of the magnetic ripple losses may be
clearly seen on the distribution function féo) which drops dramatically above p. provided
[€0| < &osr- Tt is important to show that outside from this domain, the electron distribution
function is nearly similar to the one without magnetic ripple losses. This is particularly
clear in Fig.7.43. This confirms that losses are very small, and this is the reason why the
code remains globally conservative at each radial location.

7.7 Maxwellian bootstrap current

The 3 — D relativistic and bounce-averaged electron drift kinetic solver allows kinetic
calculations of the bootstrap current for arbitrary tokamak magnetic configuration and
in principle any type of electron velocity distribution function. Consequently, it offers
for the first time the possibility to evaluate accurately potential synergistic effects due to
external perturbations like application of RF waves. Indeed, so far, in all current drive
simulations, the bootstrap current due to plasma pressure gradient is determined in the
Maxwellian limit, while plasma may be locally far from the thermal regime during non
inductive current drive. With this code, a self-consistent description of all current sources
may be performed.

At this stage, this section is only given to demonstrate code performances in simple
limits, like using the simplified Lorentz model, or for a Maxwellian plasma. Indeed, since
there is no possibility to perform any benchmark in presence of RF current drive, this
problem is not addressed here.
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Figure 7.43: Electron distribution function averaged over the perpendicular momentum
direction at p ~ 0.44 for Tore Supra Lower Hybrid current drive. The perpendicular and
parallel temperatures are also shown

Lorentz model

As shown in Sec.5.6.2, the Lorentz model applied to thermal plasma represents a unique
opportunity for benchmarking the 3 — D drift kinetic code against simple analytical re-
sults. Here, comparisons are presented for a circular magnetic equilibrium, using numerical
bounce integrals’. As for the electrical conductivity problem addressed in Sec.7.1, the mi-
nor radius is set to a, = 2.3899m and the major one is R, = 2.39m so that the normalized
radius p is very close to € value from 0 to 1. Global parameters of the discharge are gath-
ered in section “TEST_LORENTZ” of the tokamak parameter M-file “ptok_dke_lyp.m”.
In order to simplify calculations, and identify clearly the pitch-angle dynamics that plays a
major role in the bootstrap current calculation, all temperatures profiles are taken flat, and
consequently the pressure profile arises only from density gradient. Its radial dependence
is

ne (p) = (60 — nea) (1= p2)* + Nea (7.14)

where the central electron density is n.p = 2 x 10719m ™3, and ne, /Meo = 103, Electron
temperature is taken low enough to neglect relativistic corrections, while T/T, = 1072,
to simulate that ion background is fully cold. The dominant ion charge is taken Zs = 30,
in agreement with basic assumptions of the Lorentz model.

In the simulation, the spatial ) half-grid, on which the electron distribution function
is calculated, is highly non-uniform. Indeed, the effective spatial mesh size where boot-
strap current is determined has n, — 1 = 14 points, but the distribution function féo)
must be evaluated on 14 x 3 = 42 values of ¢ for spatial gradients calculation by the
parabolic interpolation technique discussed in Sec.5.5.1 which requires 2 additional neigh-
boring points. Their distances to an effective point never exceed Ay < 0.01. The fact

It has been cross-checked that results are similar when analytical forms of the bounce integrals given
throughout the text are used.

320



7.7. Maxwellian bootstrap current 7. Examples

that calculations may be easily performed with so close radial points is a good indica-
tion of code capabilities for describing bootstrap current in presence of strong pressure
gradients. The pitch-angle grid is therefore also strongly non uniform, like in Fig.7.23
for the Lower current drive problem, since trapped/passing boundaries corresponding to
all radial positions are exactly placed on the flux grid in momentum space. Despite the
number of 1 values is three times larger, the total number of pitch-angle points for féo)
may be maintained to ng, — 1 = 206, in order to avoid computer memory limitations. The
program that generates the pitch-angle grid may optimize automaticaly the shape of the
mesh, in order to achieve this goal. Finally, the electron distribution is Maxwellian for
this study and the momentum grid is also non-uniform. The number of points is reduced
as compared to the Lower Hybrid current drive problem down to n, — 1 = 110 points, so
that memory storage requirements may be reduced.

As discussed in Sec.6.2.2, the drop tolerance parameter d;, for incomplete LU matrix
factorization plays a crucial role in the calculations. For very large matrix sizes®, its value
is a trade-off between the time to perform this factorization, the memory required to store
the matrices L and [/[\J, and finally the fact that the convergence towards a physical solution
may be effectively achieved. Indeed, if oy, is to large, L. and U are badly conditionned
and no result may be obtained. It turns out that forcing the Maxwellian solution in the
vicinity of p = 0 strongly contributes to improve matrix conditionning, though it has
been tested with a reduced number of radial grid points that the code is naturaly fully
conservative and does not require this condition as a major prescription. Hence in the
case here discussed, the Maxwellian solution is enforced on the forced 5 first points of the
momentum grid from ¢ = 1/2 to ¢ = 11/2. Consequently, d;, may be lowered down to
10~4, while time step in maintained to A = 10000.

It is important to note that these constraints are not applied to the matrix used for
determining the first order corrections. In that case, the matrix size is much lower (by a
factor 3), and consequently, no solution is enforced in the vicinity of p = 0.

A comparison between results given by the drift kinetic code and well known analytical
expressions that may be found in Refs. [?][?][?][?][?][?] is performe. For Maxwellian
plasmas circular magnetic flux surfaces, in the low aspect ratio limit ¢ — 0 and low
collisionality limit v* — 0, flux surface-averaged parallel current may be expressed in the
general simple form

B

(1) (P) o< —pe (p) Bi EZ ; (L31Ay + L3z Ay + L3y Ay) (7.15)
where
A _dlnpe+ T;(p) dlnp, (7.16)
YT dp T ZiT(p) dp '
InT,

Ay = d ;p (7.17)
Ay = 0y p) dInT: (7.18)

~YZT.0p) dp

8For the case here discussed, the matrix size is of the order of (900000 x 900000) .
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pe being the electron pressure. Neoclassical transport coefficients Ls;, L3o and L34 and
the parameter «; depends of the model. For the non-relativistic Lorentz model, with flat
temperature gradients, Ay = A3 = 0, and consequently only the coefficient L3; plays a
role. Therefore both models [?] and [?] are expected to give equivalent results. Moreover

since Z; > 1 and T; /T, < 1,
:dlnpe :dlnne (7.19)
dp dp
In the low collisionality limit but for arbitrary inverse aspect ratio between 0 and 1,
the expression of Lg; given by Hirshman [?] may be used

Ay

Ly = x[0.75442.21Z; + Z7
+ 2 (0.348 + 1.243Z; + Z2})] /D () (7.20)
where
D(z) = 1414Z;+ Z} + 2 (0.754 + 2.657Z; + 22})

+2? (0.348 4+ 1.243Z; + Z}) (7.21)

and 1.46 2.4
7~ % (7.22)

(1-¢?
In the limit Z; > 1,
x
lim Ls = 2

Zi—l>r£oo 31 1 +x (7 3)

L3 is independent of Z;. Therefore, the flux-surface averaged bootstrap current scales as

. 1.46+/€ + 2.4¢ Br(p) dlnn,
lim  (J ), (p) o< — s7ame () Te gy s = (7.24)
Zi—+o0 1.461/c + 2.4e + (1 —¢€) p(p) dp
with R
p=¢e-2L (7.25)
ap

and using the definition p. = n.T.. For the case here studied, R, ~ a, and consequently
p = €. With the expression (7.24), the well known limit € < 1

By (p) dInn,

li J| —1.46 e (p)Te 7.26
L (T (p) o Vene (o) Te g =5 =4 (7.26)
is recovered, while
. Br (p) dlnn,

when ¢ — 1.9

Tt is important toi note that replacing Br (p) /Bp (p) by g/e leads to strong errors in the bootstrap
current profile, especially when € — 1. In particular, the radial localtion where the bootstrap current peak
is significantly shifted outward.
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Figure 7.44: Bootstrap current profile given in the Lorentz model limit by the drift kinetic
code and different analytical formulaes
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Figure 7.45: Effective trapped fraction as given by the by the drift kinetic code in the
Lorentz limit and by coefficient L3; from analytical expression (see the text for more
details)

As shown in Fig.7.44, the agreement between the bootstrap current calculated by
the code and determined by the Hirshman or Sauter models is excellent for all p val-
ues 0. The model given in Ref. [?] strongly fails, since it corresponds only to the case
Z; = 1. A confirmation of the robustness of the code is the very good agreement be-
tween numerical caclualtions and analytical expressions of the effective trapped fraction
Fy I (p) at all plasma radii, as shown in Fig. 7.45, despite the fact that the inte-
gral f_ll oH (1%l — &or) S0l (¥, |&o]) do is fairly difficult to evaluate numerically, since
I (¢,]&0]) is itself an integral, as discussed in Sec. 5.6.2. A small departure is observed
for the largest e value, since in that case f_ll oH (1%l — &or) S0l (1, |&0]) d€o ~ 0, and its
numerical evaluation may have a large error on the chosen numerical grid.

The exact trapped fraction F; calculated by the code is increasing smoothly from 0
to 1 with a radial dependence that is very different from JF; 11 (p) which should scale

0Both models use the same parameter Ls3; in this limit.
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Figure 7.46: Exact trapped fraction as given by the by the drift kinetic code in the Lorentz

limit and by analytical expression (see the text for more details)
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Figure 7.47: Pitch-angle dependence of f(o) and ¢(© at p ~ 0.4354 , as given by the drift
kinetic code and analytical expressions, for the Lorentz model limit

as L3 in the simulation here studied. At the lowest ¢ &~ 0.034 value determined by
the code, the ratio ]:teff' (p) /F: ~ 2 is larger than the expected value 1.46/0.9 ~ 1.62,
which indicates that the well known limit value Fy 11 (p) ~ 1.464/€ is only only valid for
very small inverse aspect ratio €. Indeed, JF; is very well reproduced by the asymptotic
expression F; (p) ~ 0.9y/€ quite far from the limit € < 1, as presented in Fig.7.46. There
is also very good confidence in the simulation results since Fj 11 (p) ~ Lg; is well verified
numericaly, as expected from Hirshman theory.

At p ~ € < 0.4354, and for p = 4.08, the agreement for }7(0) and ¢(© is excellent for
all & values, as seen in Fig 7.47. The difference is so small between the code and the
analytical expressions given in Sec. 5.6.2, that it cannot be identify on the figure.

This excellent agreement is confirmed for first order distribution FHél) averaged over
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Figure 7.48: First order distribution Fuél) averaged over the perpendicular momentum
direction p, as fonction of p| at p >~ 0.4354 , as given by the drift kinetic code and
analytical expressions, for the Lorentz model limit

the perpendicular momentum direction p |

iy’ (py) = 2”/0 (7 + ) prdps (7:28)

as shown in Fig. 7.48. B

In Figs. 7.49 and 7.50, the 2-D contour plot of f(© and ¢(© are represented. As
expected for a Maxwellian distribution function, ¢(® = 0 in the trapped region while f(o)
is clearly antisymmetric.

The overall results confirm that the drift kinetic solver gives the correct dependences
and level of the first order neoclaissicla corrections. The robustness of the code is remark-
able, since no specific boundary conditions have to be imposed at the limits of the domain
to ensure the determination of the correct solution.

Full simulation

The Maxwellian bootstrap current for a realistic tokamak magnetic configuration has been
calculated. Here the Tore Supra tokamak is studied, with numerical parameters that are
similar to the case of the discussed in the previous section, while physical parameters, in
particular pressure profiles, are those taken for magnetic ripple losses studies (see Sec. 7.6).
The full first order Legendre collision term for momentum conservation is now considered,
which is crucial to estimate the right current level.

As shown in Fig. 7.51, an excellent agreement with both Hirschman and Sauter models
given in Refs. [?] and [?] is found at plasma radii. In that case the maximum inverse
aspect ratio reaches approximately 0.3. The Hinton model fails also, since an effective
charge Z.;y = 1.5 is considered, the major light impurity being fully strip carbon.

The exact F; (¢) and effective Fy 11 (v) trapped fraction are given respectively in Figs.
7.52 and 7.53. In that case, the exact trapped fraction reaches F; (1) ~ 0.5 at the edge,
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Figure 7.49: Contour plot of f(o) at p ~ 0.4354 , as given by the drift kinetic code for the
Lorentz model limit
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Figure 7.50: Contour plot of ¢(© at p =~ 0.4354 , as given by the drift kinetic code for the
Lorentz model limit
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Figure 7.51: Bootstrap current profile given by the drift kinetic code for the Tore Supra
magnetic configuration and different corresponding analytical formulas (see the text for
more details)
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Figure 7.52: Effective trapped fraction as given by the by the drift kinetic code and the
HELENA magnetic equilbrium code for the tokamak Tore Supra

while the effective one Fj I (1) ~ 0.7. This difference may be easily understood, since

in the calculation of the effective trapped fraction, the time spend on the banana orbit is
considered, while it is not for the exact trapped fraction.

For the exact trapped fraction, the level at the limit € < 1 is very consistent with the
analytical expression given in Sec.3.6. A very good agreement is also found for Fj /7 (¥)
given by the HELENA equlibrium code using the analytical formula (see also Sec.3.6).

As for the case of the Lorentz model, the pitch-angle dependence at p = 0.435 and
for p = 4.08 of first order distribution functions f(©) and ¢(©) is given as function of &.
Similar dependences are observed in Fig 7.54 as well as for the first order distribution

FHgl) averaged over the perpendicular momentum direction p; shown in Fig. 7.55

In Figs. 7.56 and 7.57, the 2-D contour plot of ]7(0) and ¢(© are represented. As
expected for a Maxwellian distribution function, ¢(®) = 0 in the trapped region while f(©
is clearly antisymmetric.
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Figure 7.53: Exact trapped fraction as given by the by the drift kinetic code for the
tokamak Tore Supra
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Figure 7.54: Pitch-angle dependence of f(o) and ¢(© at p ~ 0.4354 , as given by the drift
kinetic code for the tokamak Tore Supra
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Figure 7.55: First order distribution FH((]I) averaged over the perpendicular momentum
direction p, as fonction of p; at p ~ 0.4354 , as given by the drift kinetic code for the
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Figure 7.56: Contour plot of ]7(0) at p ~ 0.4354 , as given by the drift kinetic code for the
tokamak Tore Supra
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Figure 7.57: Contour plot of ¢(®) at p ~ 0.4354 , as given by the drift kinetic code for the
tokamak Tore Supra

These results illustrate that the drift kientic code is able to determine accurately the
boostrap current level. For the ion contribution, the expression given in the fluid limit as
given in Ref. [?] is taken. This is the same value taken in Ref. [?], only the coefficent L3y
being different. However, for this case, results are very similar, though the drift kinetic
code results seem more closer to the one given by the Sauter formula [?][?].
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Chapter 8

Conclusion

The determination of the current density profile is a crucial issue for next step tokamaks
like ITER, since it may directly modify plasma performances. Up to now, most of the tools
where designed for simplified magnetic configuration, or using crude physical assumptions
that consequently reduce considerably the confidence in the results. Accurate and realistic
kinetic calculations for the electron population in magnetized plasmas where therefore an
important step towards a consistent modeling of the current drive process.

For this purpose, a completely new numerical solver has been designed which contains
most of the salient features of the physics in hot plasmas, where the weak collision regime
holds: relativistic collision operator, bounce-averaging for trapped and passing particles,
arbitrary magnetic configuration, first order neoclassical corrections. A special attention
has been paid to derive in a rigorous and consistent manner all the equations, in particular
for the interplay between inductive, non-inductive and bootstrap currents. The conser-
vative nature of the equations has been the guideline in this work, especially to have a
clear derivation of radial transport equation for the fast electron population in arbitrary
magnetic configuration when bounce averaging is concerned.

The numerical part has been derived with the same spirit, keeping a systematic ap-
proach for all types of operators in the discretization technique. This point is especially
important for a consistent evaluation of the current drive efficiency, a key parameter in
order to evaluate performances of the method used for driving current. In particular,
the formalism is general so that arbitrary type of mechanismes may be incorporated for
possible synergistic effect. As for the analytical part, a detail analysis of the conservative
nature of the numerical code has been performed. A clear and comprehensive discussion
of all the aspects is presented, which is crucial for a reliable numerical tool. It is shown
that the both for the zero- and first-order equations, the numerical solver is naturally
conservative, in the sense that no need of arbitrary external source or normalization factor
is necessary in order to compensate possible hidden numerical particle leaks which are the
consequence of an incorrect discrete projection of the equations on the numerical grids.
This reference work is critical in order to make the code transparent for possible further
evolutions.

Advanced numerical matrix factorization techniques have shown that considerable sav-
ings may be expected, not only for storage purposes but also for the time duration needed
in determining the steady-state current drive solution on the collision and fast electron
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transport time scales. The pionneering work performed initially for the 2 — D problem
in velocity space in a fully implicit manner (reverse time scheme that is inconditionnaly
stable with respect to the integration time step)([?],[?] and [?]) has been fully extended
to the 3 — D case ([?]), including the complexity arising from the radial dependence of
the trapped-passing boundary for bounce-averaged equations. With the incomplete LU
technique ([?]), it has been possible to converge in few iterations towards the steady-state
current drive solution on standard computers, taking advantage of the high sparcity of
the Fokker-Planck and electron drift kinetic equation matrices. This tool is therefore fully
designed to be incorporated in a chain of codes, for realistic self-consistent calculations,
in which plasma magnetic equilibrium, wave propagation and absorption, energy and par-
ticle transport must be evaluating as a function of time and space ([?]). In is important
to notice that special attention has been paid to the delicate problem of coupling the
kinetic solver with ray-tracing. This amazing feat has been made easily possible with the
use of the compact MatLab numerical environment for solving the huge linear system of
equations ([?]).

Furthermore, numerous moments of the electron distribution function are evaluated
like the RF power, magnetic ripple and runaway losses, fast electron bremsstrahlung and
trapped fraction. Moreover, the code may also be used for specific physical studies which
imply time evolution, and a standard Crank-Nicholson time-scheme has been also incor-
porated. In the same spirit, simplified collision models may be used, like the Lorentz
operator, for which analytical expressions may be easily derived. This point is crucial for
an effective benchmarking, even in a complex magnetic topology, like for ITER.

At this stage, the code may be considered as mature for the initial goal that was
considered. Several additional benchmarking must be certainly done in order to enhance
the realibility on several quantities, but most of the resultats obtained by the code are
already robust. The domain of stabitility related to the drop tolerance parameter for the
approximate matrix factorization technique needs also refined estimates for optimizing the
numerical method.

Several enhancement of the code may be easily foreseen in a near future. In the frame-
work, one of the most important issue is to use a correct quasilinear diffusion operator for
the wave-particle interaction. Indeed, like for most kinetic solvers available today, the code
use the well known Kennel-Engelman-Lerche expression that is derived for plane waves in
homogenous plasmas. Regarding the assumptions, it is necessary to use a more precise
quasilinear diffusion operator that is decuded from the Hamiltonian theory in toroidal
configuration ([?]). This requires further analytical developments, using the appropriate
coordinate system, where the effective banana width of the particle is fully taken into ac-
count. In this framework, the description of the wave-induced particle transport becomes
natural, and the code in its present conservative form fully allows this kind of descrip-
tion that may play a fundamental role for the RF power absorption, but also for thermal
particle pinch in steady-state conditions ([?]). Furthermore, once the bounce-averaging is
replaced by trajectory-averaging, it is natural to extend the code for multiple ion dynam-
ics. In that case, parallel processing may be foreseen for each species, in order to optimize
calculations.

Finally, an ultimate though important evolution for the code may concern non-linear
problems. So far, the collision operator is linearized for a Maxwellian bulk, that is a
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reasonable assumption in most tokamak conditions today. However, some experimental
evidences that the bulk could be non-Maxwellian in presence of strong electron cyclotron
heating and current drive suggest that non-linear effects could take place. This may be
also the case in reactor conditions when a-particle population is damping on the electrons.
In that case, the neoclassical theory for non-Maxwellian distribution must be previously
revisited before any numerical implementation.

Besides the development of modern tools that is effectively described in this document
and will be useful for a detailed understanding of the current drive in tokamak, this work
has allowed to highlight the subtile interplay between physics and numerics. This is an
good example of what should be performed for advanced realistic simulations of complex
dynamical systems. It enables to draw in a very clear manner paths for refined studies,
based on robust formalisms that takes into account in a rigorous way the physics principles.
The method here presented has therefore broad potential applications for other challenging
physics domains, like for the numerical determination of the full-wave problem when very
short wavelengths must be considered as compared to the machine size and the gradient
lengths.
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Appendix A

Curvilinear Coordinate Systems

In the following, we note X = (x,y, z) the vector position in the space under consideration.
In general, vectors are written in bold characters, except unit vectors, noted with a hat.
We consider the following curvilinear coordinate systems

A.1 General Case (u!,u? u?)

We consider the curvilinear coordinate system (u!, u?,u?).

A.1.1 Vector Algebra
Covariant (Tangent) Basis

The covariant, or tangent vector basis (e1, ez, e3)is defined as

0X
e; = oul (Al)
where the e; are tangent to the curvilinear lines. They can be normalized by
~ €;
where we introduce the scale factors
0X
L ’W (A.3)
Contravariant (reciprocal) Basis
The gradient V f of a function f being defined by the differential
df =Vf.-dX (A4)
we apply to u’ which gives ' '
du' = Vu'-dX (A.5)
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A.1. General Case (ul,u? u?®) A. Curvilinear Coordinate Systems

By chain rule, we have

oxX :
dX :wdu] = e;du’ (A.6)
so that ' ‘ '
du' = Vu' - ejdu’ (A.7)
which implies . 4
Vu' - e; = 0} (A.8)

thus defining two reciprocal basis (Vui,ej) of vectors. The reciprocal basis vectors are
also called contravariant, and noted

e = Vu' (A.9)

These vectors are perpendicular to the surfaces of constant u’.
From the properties of reciprocal basis, we can calculate a vector from the three vectors
of the reciprocal basis, such that

ol = Vi = 7%k (A.10)
€;-€e; X e,
j k
e (A.11)
Metric Coefficients
They are defined as
gij = €i " €j (A.12)

g7,] — el el

With the differential vector given in (A.6), we show that the differential arc length
along a curve is

dl = |dX|=VdX-dX = 1/ gijduidu’ (A.13)

In addition, we have the relations

e, = gijej (A.14)
el — gijej
We also show that
3711
[9:5] = [97] (A.15)
[97] = lgis] ™" (A.16)
so that, defining
g = det [gij} (Al?)
we find -
g ' =det [¢g"] (A.18)
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A.1. General Case (ul,u? u?®) A. Curvilinear Coordinate Systems

Jacobian

We define the Jacobian

(z,y, 2) Ox/0ut Ox/ou? Ox/0u’
J= 2BV E) et dy/out  Oy/ou® Oy/oud (A.19)
O(ut, u?, ud)
T dz/out 0z/ou* 0z/0u®
which gives
X 90X o0X
“ 0wl o2 gus e (4.20)

and the reciprocal Jacobian
oul )0z ou'/oy Oul/0=z

1,2 3
J 8(;,u,u) =det [ Ou?/0x 0Ou®/0y Ou?/0z (A.21)
(,9,2) ou?/ox oud/oy ou/0z

which gives

J =Vu' -Vu? x Vu? = el - e? x & (A.22)
We can show that
J=J" (A.23)
and the relations (A.10-A.11) become
o= (e; x eg) (A.24)
e =J (ej X ek> (A.25)
Also,
g=J? (A.26)
Vector Identities
With
A= (A ¢)e = A€ (A.27)
A=(A- ei) e; = Ae; (A.28)
we find o 3
A-B= gijAZBJ = ngAiBj (A29)
so that
A=Al = \JgyAiAT = \ gl 4;A; (A.30)
We also find o ‘ '
AxB= A’B]el- X e; = AZ‘BjeZ x e’ (A31)
which gives
o tjk
(A x B), =i JAB! = %AiBj (A.32)
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A.1. General Case (ul,u? u?®) A. Curvilinear Coordinate Systems

Note that from (A.14),
A; = gij AV

Differential elements

differential length along '
dl (i) = |dX (i)| = hidu® = \/gzdu’

Equivalently,
di (i) = J )vuf x Vuk‘ du

differential area in surface of constant u* Using

dS (i) = |[dX (j) x dX (k)| = |ej x ey,| du? du®

dS (i) = 1/ 9jigrk — g2pdu du”

as (i) =J ‘Vuz} du? du®

which becomes

Equivalently

so that ‘ ‘
ds (i) = +Jdu du* V!

differential volume element
d3X =dX (1) - dX (2) x dX (3) = Jdu'du?du®

Vector Differentiation

oA

J :

ouk ouk
O0A - ~
== J = A, el
<8uk’ > j © 7S
with
A = ouk {

(A.35)

(A.36)

(A.37)

(A.38)

(A.39)

(A.40)

(A1)

(A.42)

(A.43)

(A.44)

(A.45)

(A.46)



A.1. General Case (u',u?, u®)

A. Curvilinear Coordinate Systems

Then,

SA7 = (dA) = Wduk + A { o -eJ} du®

— dAT + {gj; e } Aldu

It can be shown that the Christoffel Symbol of the second kind

is

so that
OAI j .
J _ 7 )
AL PuF +{ ik }A
0A; 7
A W_{ Jj k }A’
Note that since
8e¢ i aek
ouk  oul
we have . .
J _ J
1k k 1
Operator V

oe; J L i [O9ni | Ognk  Ogik
e L — _ 1 jn _
{auk © }—{ ik } 29 [8uk 0w T dun

The operator V can be decomposed in the curvilinear coordinates as

o .0

oui ¢ ou’

V = Vu!
We then find the following differential operations:

Gradient It follows simply that

_ iaf _ af i

V= Vu ul  ouiC

so that of
(V)= (V€)= 5%

Divergence It can be shown that the divergence is expressed as

19

V'A_jaui (J )
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(A.47)

(A.48)

(A.49)

(A.50)

(A51)

(A.52)

(A.53)

(A.54)

(A.55)

(A.56)

(A.57)



A.2. Configuration space

A. Curvilinear Coordinate Systems

Curl It becomes, a compact notations,

or is extended as

A.1.2 Tensor Algebra

ek 9 A,

A= :
VX J ou

€

e 1[04 04
(Vx Ay = J <6ui oul

A.2 Configuration space

A.2.1 System (R, Z,¢)

Definition

The coordinates (R, Z, ¢) are defined on the space

and is related to (x,y, z) by

0<R<x
-0 < Z < o0
0<p<2m

R= TP

Z=—z

¢ = arctan (y/z) + 7H (—z) [27]

which is inverted to

Position Vector

The position vector then becomes

x = Rcos¢
y = Rsin¢
z=—-7

X =RR+2Z

where we define a local orthonormal basis (E, Z , $) as

cosSp T +sing y

—Z

RxZ=—singT+cos¢iy

<)y Ny
I
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(A.58)

(A.59)

(A.60)

(A.61)

(A.62)

(A.63)

(A.64)
(A.65)
(A.66)



A.2. Configuration space A. Curvilinear Coordinate Systems

Covariant Basis

The covariant vector basis is defined in (A.1), which becomes here

=—==R A.67
°R = BR (A.67)
oxX =
- _7 A.
ey 8Z ( 68)
X _OR -~
e =7 5 R 90 R¢ (A.69)
so that we have the covariant basis
(er,ez,e4) = (]?i, Z, Rcz?) (A.70)
the scaling factors
(hgshz,hg) = (1,1, R) (A.71)
and the normalized tangent basis
@nez.65) = (R.2,9) (A.72)

Contravariant Basis

The Contravariant vector basis is defined in (A.9), which becomes here

e®=VR=R (A.73)
e“=V2Z=27 (A.74)
e’ =V¢ = % (A.75)

The relations (A.10-A.11) are here readily verified. The normalized reciprocal basis is
(aR,aZ,ﬁ) - (ﬁ, 7, 5) (A.76)
which here coincides with the normalized tangent basis, since both bases are orthogonal.

Metric Coefficients
They are defined in (A.12) and become here

1 00

gij = 010 (A.77)
0 0 R?

- 1 00

g7=10 1 0

0 0 1/ R?
As a result
g=R? (A.78)
and the Jacobian is

J=R (A.79)



A.2. Configuration space

A. Curvilinear Coordinate Systems

Differential elements

Christoffel Symbols

QL
&
—
=
SN—
I

&
XN
I

di ()

dS (R) = RdZd$R
dS (Z) = RdRd¢Z
dS (¢) = dRdZ¢

d*X = RARdZd¢

They are defined in (A.49) and are all zero here except
¢ g
¢» R

R 1 prlgss
{ 6 }‘ 29 or = &

Differential Operations

Gradient

Divergence

Curl

of 5

VIi=art* oz

¢
R ¢
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|

R+ %z

_ 156098 _ 1

2

OR R

10f~

(A.80)
(A.81)
(A.82)

(A.83)
(A.84)
(A.85)

(A.86)

(A.87)

(A.88)

(A.89)

(A.90)
(A.91)

(A.92)



A.2. Configuration space A. Curvilinear Coordinate Systems

A.2.2 System (r,0,9)
Definition

The coordinates (r, 8, ¢) are defined from the origin (R,, Z,) on the space

0<r<oo
0<60<2r

and is related to (R, Z, ¢) by

r=\(R= R +(Z - 2,
0 =arctan ((Z — Zp) / (R— Rp)) +7H (R, — R) [27]
which is inverted to
R =R, +rcosf
Z = Zy+rsind
Position Vector

The position vector then becomes

X = RyR+ ZyZ + 17

N—

where we define a local orthonormal basis (?, 5, qAS as

0s 0 ]§+sin92\
X7 =—sinf R+ cosh Z

) I)
Il
o

Il
<)

since

X7 = (ﬁx 2) X (cos&ﬁ—ksin@ 2)
= {(cosﬂﬁ—i—sinﬂ 2) ﬁ} 7 — [(cos@ﬁ—i—sin@ 2) Z\} R
= cos0Z —sinf R

Covariant Basis

The covariant vector basis is defined in (A.1), which becomes here

_9X _ .
e,«—ar—r

_0X _ o _ 5
=90 " "o0 "

X OR  oOF OR _~
e¢—8—¢—Rpa—¢+ra—¢—(Rp+rcosﬁ)a—¢—R¢
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(A.93)

(A.94)

(A.100)

(A.101)
(A.102)

(A.103)

(A.104)

(A.105)



A.2. Configuration space A. Curvilinear Coordinate Systems

so that we have the covariant basis
(er,€q,€4) = (? r0, R$) (A.106)

the scaling factors
(hr,ho, he) = (1,7, R) (A.107)

and the normalized tangent basis
(@.20.25) = (7.0.9) (A.108)

Contravariant Basis

The Contravariant vector basis is defined in (A.9), which becomes here

e =Vr=7r (A.109)
1~

e’ =vo= 0 (A.110)

o _ o ® A111

The relations (A.10-A.11) are here readily verified. The normalized reciprocal basis is
(af,a@,af’) - (?, 9, 2)) (A.112)
which here coincides with the normalized tangent basis, since both bases are orthogonal.

Metric Coefficients
They are defined in (A.12) and become here

1 0 0

gj=10 r% 0 (A.113)
0 0 R?

- 10 0

g?=10 1/ 0
0 0 1/R?

As a result
g =r?R? (A.114)
and the Jacobian is

J=rR (A.115)
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A.2. Configuration space A. Curvilinear Coordinate Systems

Differential elements

dl (r)=dr
dl (8) = db
dl(¢) = Rd¢

ds (r) = rRdfd¢7
dS (0) = Rdrdgf
ds (¢) = rdrdog

d*X = rRdrdfde

Christoffel Symbols

They are defined in (A.49) and are all zero here except

0 o 9 _1998999_}
0 r o r 0 —2g or r

Differential Operations

Gradient of Lof 1 of
Divergence
1 9 0 10
VA= (rRAT) + — (RA-e) + 594 (A ¢)
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(A.116)
(A.117)
(A.118)

(A.119)
(A.120)
(A.121)

(A.122)

(A.123)

(A.124)

(A.125)

(A.126)

(A.127)

(A.128)

(A.129)

(A.130)



A.2. Configuration space A. Curvilinear Coordinate Systems

Curl
.10 ~ 10 ~
~ 10 . 10 ~
~ 10 10 .

A.2.3 System (¢, s, ¢)
Definition

The coordinates (1), s, ¢), used to parametrize closed flux-surfaces, are defined from the
origin (R,, Z,) on the (closed) space

min (Yo, ¢a) < ¢ < max (Yo, Ya) (A.134)
0 <5 < Smax (A.135)
and is related to (7,0, ¢) by
=9 (r0) (A.136)
s=s(r0)
which is inverted to
r=r(y,s)
0=0(4,5)

Note that v (r,§) must be a monotonic function of r from 1)y at the center (R, Z,) to
1, at the edge. It is the case for nested flux-surfaces.

We define a local orthonormal basis (15, s, (E) as

Vo
A.137

x 9

v

)

=
The transformation from (?, 5) to <1Z, §) is a rotation of angle « such that
v\ [ cosa —sina (T
< s ) \sina cosa 0 (A-138)

The position vector remains

Position Vector

X = RyR+ ZpyZ + 17 (A.139)
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A.2. Configuration space A. Curvilinear Coordinate Systems

Covariant Basis

The covariant vector basis is defined in (A.1), which becomes here

0X or or or a0 | ~
_ g YN s | = Z |7 19 A.14
ey 0 8¢ST+T&/}S awsr+raws ( 0)
65:87){:@ LI U L ) (A.141)
Os Os " Os " Js W Os "
X OR  OF OR ~
ed): aiqb :Rp%+T%:(Rp+TCOSQ)87¢ :R¢ (A142)
so that we have the covariant basis
or 00| ~ or a0 ~ _~
— | == = - —_| 7 - A14
(ey,es,€p) (8¢ST+T‘81/}89, 88¢r+ras‘w0,Rqﬁ> ( 3)
the scaling factors
or |2 201> |or| 00 |2
< — - 2 - - 2 A.144
(hwvhvhqﬁ) \/aws+r 3¢8’\/88¢+T aswaR ( )
and the normalized tangent basis
1 [ or 00| ~ 1 |or 00| ~ -~
€. Cs,0) = | — | =—| 7 - ,— | =] 7 —1 0], A.14
(8,5 29) (hw[azﬂf”awse} hslaswr+ras¢ ] ¢> (A.145)

Contravariant Basis

The Contravariant vector basis is defined in (A.9), which becomes here

e? = Vi = V| ¥ (A.146)
e=Vs=5s (A.147)
o _vp— 2 A.148
e’ =Vo=1 (A.148)
The relations (A.11) then give
e® x e? "
= = A.14
T e x e V| ( %)
e’ xeV
ST e et et
e’ x e ~
ey = ———°  —Ro

e?-e? x e’

so that we have the following tangent basis
(ey,es,e4) = ¥ R (A.150)
VYl
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A.2. Configuration space A. Curvilinear Coordinate Systems

the scaling factors

1
(g b hg) = <|w|, 1,R> (A151)
the normalized tangent basis
(:20,29) = (:5,0) (A.152)
the reciprocal basis
(e e e”) = <|wr$,§, j;) (A.153)
and the normalized reciprocal basis
(a‘/’,és,éqﬁ) - (&g gE) (A.154)

which here coincides with the normalized tangent basis, since both bases are orthogonal.
By comparing (A.143) with (A.149), we also find that

or cos o
—| = A.155
o6, = vl (4.155)
oo —sino
— = —— A.156
55|, =TIVl (4.156)
0 o
6—: . =(5-7) =sin«a (A.157)
50
9| _ ( ) _ cosa (A.158)
0s " r r
Metric Coefficients
They are defined in (A.12) and become here
1/[Ve[> 0 0
gii =10 10 (A.159)
0 0 R?
) Vyl> 0 0
g7=1 0 10
0 0 1/R?
As a result
R2
g= 5 (A.160)
IV
and the Jacobian is R
J=—— A.161
Nz (4.161)
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A.2. Configuration space A. Curvilinear Coordinate Systems

Differential elements

_ G
dl(s) =ds
dl (¢) = Rdg

ds (v) = Rdsdqﬁ

ds (s) = Wwdz/quﬁs
ds (¢) = |V@b|d¢d8¢
R
3 —
d’X = \V¢|d¢d8d¢
Christoffel Symbols
They are defined in (A.49) and are here
Differential Operations
Gradient 3f of 1 of
Vf:’VTM% T 58" +§%¢
Divergence
V| 0 V| 0 R R 10
V-A=TR @(RA ¢)+R8«s<|v¢ >+R8¢(A ¢
Curl
~ 10 ~ 10 ~
(VXA)'Zﬁ:E%(R .¢>_§87¢(A )
. 190 -~ |V¢\ 0 ~
(VxA)§= o0 <A'1,Z)) - 61,& (RA-gb)
~ B A
VXxA) ¢=|VY| — — —
(VX A)- &= V6] 5 (A-5) = V0l o <|W|>
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(A.162)

(A.163)
(A.164)

(A.165)
(A.166)

(A.167)

(A.168)

(A.169)

(A.170)

(A.171)



A.2. Configuration space A. Curvilinear Coordinate Systems

A.2.4 System (¢,6,9)

Definition

The coordinates (1,0, ¢) are defined from the origin (R, Z,) on the space
min (Yo, a) < ¥ < max (Yo, Ya)

and is related to (7,0, ¢) by

1/121/’(7’,9)

which is inverted to

r=r(1y,0)

Note that v (r, ) must be a monotonic function of r from )y at the center (R, Z,) to
1, at the edge. It is the case for nested flux-surfaces.

Position Vector

The position vector then becomes

X = RyR+ Z,Z + 1 (¢,0) 7 (A.172)

Covariant Basis

The covariant vector basis is defined in (A.1), which becomes here

0X or
e, — -~ _ |7 A173
oxX  Or or  or ~
=— = —| r4+r—=—| 7T A.174
ey 50 80¢T+r69 69/“4—7"9 (A.174)
X OR  oOF OR  _~
e¢: aigf) = p%—FT‘%:(Rp—i—TCOS@)a—QS :R¢ (A175)
so that we have the covariant basis
or or ~ ~
= =] 7 =| 7 A.176
(ew?e97e¢) (aw HT’ 80 wr—i_’re? R¢> ( )
the scaling factors
(hy, hg, he) = ﬁ %24—7“2}% (A.177)
Py 19, Iy) — 8'(/1 , ; 90 . 5 .
and the normalized tangent basis
(60:29,25) = (?hla [gg w?wé ,$> (A.178)
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A.2. Configuration space A. Curvilinear Coordinate Systems

Contravariant Basis

The Contravariant vector basis is defined in (A.9), which becomes here

eV = Vi = |Vl ¢ (A.179)
of —vg—"? (A.180)
T
o _vp_? A.181
et =vo=2 (A18)
The relations (A.11) then give

e’ x e? 7
= = A.182
T el x b |V| cos a (A.182)
o — e?xet o rf (A.183)

o_ee‘e¢><e¢_<§‘§)_cosa '
eV x e’ ~

=— " =R A.184
€7 ¢0 . eb x & ¢ ( )

since § = $ X 12, so that we have the following tangent basis

a2 o ~
= R A.185
(ey, €9, €5) <|V1/J] cosa’ cosa’ ¢> ( )
the scaling factors
1 T
hy, hg, he) = R A.186
(s g ) (|V¢]cosa’cosa’ > ( )
the normalized tangent basis
(@.20.5) = (7.0.9) (A.187)
the reciprocal basis
~ 0 ¢)
¥ of ¢> - 22 A.188
G (rvw,r,R> (A.188)
and the normalized reciprocal basis
(€¢,€9,€¢> - (& g, 5) (A.189)

which here does not coincide with the normalized tangent basis, since both bases are not
orthogonal.
By comparing (A.176) with (A.185), we also find that

or 1

— == A.190
oy |ViY|cosa ( )
or

27 = - 1= A.191
26|, r rtan « (A.191)




A.2. Configuration space A. Curvilinear Coordinate Systems

Metric Coefficients
They are defined in (A.12) and become here

1/ [|[V¥] cos a)? rtana/ [|[Vi|cosa] 0
gij = | rtana/[|Ve|cosa] 1%/ cos®a 0 (A.192)
0 0 R?
or equivalently
ar /o3 ar /0], or/06], 0
gij = | Or/owl, or/o6l, Or 00|} +r? 0
0 0 R?
and
- |V¢\2 — |Vy|sina/r 0
g9 = —|V¢|sina/r 1/r? 0 (A.193)
0 0 1/R?
As a result 5 o
g=—o7 (A.194)
|V)|” cos? «
and the Jacobian is R
r
J = Vilcosa (A.195)
Differential elements
dip
dl = — Al
) |V)| cos a (A196)
r
p— A.l
dl () cosadg (A.197)
dl (¢) = Rd¢ (A.198)
dS () = 2 apdgd (A.199)
Cos &
R ~
ds (9) = Wdz/zdd)@ (A.200)
’,“ ~
= ———dydl A.201
Rr
X = —— A.202
d \V¢|cosadwd9d¢ (A.202)

Christoffel Symbols
They are defined in (A.49) and are here
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A.3. Momentum Space A. Curvilinear Coordinate Systems

Differential Operations

Gradient of 10f 1 of
Divergence
_ |V¥lcosa O ( Rr ~ |Vi)|cosa 0 R ~N 10 ~
VA= Rr  0¢ cosaA V)T Rr 00 |V¢|cosaA b +R8¢ (A ¢>
(A.204)
Curl
~ cosa O ~ 10 ~
(VxA)-§ =" %<RA~¢>—E%<A-0> (A.205)
~ 10 ~ _ |IVYlcosa 0 ~
(Vx A)- 8= s (A7)~ Ep20 (RA qS) (A.206)
~  |V¢[cosa 0 rA -9 ~ [V¥lcosa 9 A7
(VxA)-¢= r o \ cosa r 96 \ |V cos o (A.207)

A.3 Momentum Space

We consider a cartesian momentum space in coordinates (pg,py,p-) along axes (Z,7, 2).
The vector position is momentum space is written

P = p:v/x\'i‘py/y\"i‘ng (A'208)
We consider the two following curvilinear systems:
A.3.1 System (p”,pb gp)

Definition

The coordinates (p”, P, go) are defined on the space

—00 < pj <00 (A.209)
0<p; <o (A.210)
0<p<2r (A.211)
and is related to (pg,py,p.) by
p| = D= (A.212)

pL = /P2 +p2

¢ = arctan (py/ps) + 7H (—pz) [27]
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A.3. Momentum Space A. Curvilinear Coordinate Systems

which is inverted to

Pz = PL COSQ
Py = pLsing
Dz =D

Position Vector
The position vector in momentum space then becomes

PszJ_+p||H

where we define a local orthonormal basis </|\, I, @) as
=z
1= cosp T +singy
Q=D xXpL=—sinpZT+cospy

Covariant Basis

The covariant vector basis is defined in (A.1), which becomes here
oP -~
°1= Gp, |
o, = gz -1

Contravariant Basis

The Contravariant vector basis is defined in (A.9), which becomes here

el =vp =]
eJ‘:VpJ_:I
e“"ngpz£

pL
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(A.214)

(A.215)

(A.216)
(A.217)

(A.218)
(A.219)

(A.220)

(A.221)

(A.222)

(A.223)

(A.224)
(A.225)
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A.3. Momentum Space A. Curvilinear Coordinate Systems

The relations (A.10-A.11) are here readily verified. The normalized reciprocal basis is

(é\‘laé\Laé\w) = (/H\a Iv 9/5)

(A.227)

which here coincides with the normalized tangent basis, since both bases are orthogonal.

Metric Coefficients
They are defined in (A.12) and become here

1 00
9ij = 010
00 p?2
- 1 00
g = 010
00 1/p%
As a result
g=p1
and the Jacobian is
J=py
Differential elements
dl (py) = dp
dl (p1) = dp.
dl () =prdy

dS (p)) = prdprde||
dS (pL) = prdpdp L
dS () = dpjdpL§p

d*X = pydpdp. dp

Christoffel Symbols

They are defined in (A.49) and are all zero here except

(na bl ot
pPL R R PL 2 apl
{ PL }:_1 rRRO9¢e _

U2

2 apj_
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Differential Operations

Gradient of of 1 of
vof= Ofy 0f 7 LOFs
o/ op| | Ip. piog”
Divergence
~ ~ 1 0
- = = A D)+ —Zap
Ve A=z (a]) (pA-T)+ 5 (A9
Curl
~ 1 0 1 0 ~
VpxA) = —-2 ) - —2 (a1
(Vo x A) D= o (A3~ o (A1)
~ 1 0 0
VpxA)- 1L =—— -——(A-p
(Vo x &) L= oo (A1) - 5, (A9
G@xA)szlQXL>—£L@XD
Ip Op.

A.3.2 System (p,&, @)
Definition

The coordinates (p, &, ¢) are defined on the space

0<p<x
-1<¢<1
0<p<2m

and is related to (ps, py, p-) by

P =[P+ Py + 1

¢ = p=

\/P3 + Py + p?

¢ = arctan (py/pz) + 7H (—pz) [27]

which is inverted to

Pe =pV1—E cosyp
py =pV1—Esing
P2 = p&
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(A.242)
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Note that we have the following transformation from (pH7 D L) to (p, &)

p=/pf +p1

_ Ll
Nyl
which is inverted to
p| = Dpé
pL=py1-¢&
Position Vector
The position vector in momentum space then becomes
P =pp

where we define a local orthonormal basis (ﬁ, 5, gﬁ) as

V1—E(cospT+sinpy)+&£2
pxp=E&(cospT+singy)—+/1—-¢&272

=—sinpZT+cospy

V) vy )
Il

Covariant Basis

The covariant vector basis is defined in (A.1), which becomes here

e—aj—A

r =, P

e P _ 9 _  » ¢
08 o8 V1-¢2
oP  9p N

e«p:%:pizp 1-£2p

so that we have the covariant basis

~ p -~ —~
(ep7eg’e<p) = <p7 _ngéup I 5280>

the scaling factors

(hpahgahw) = <1’\/1p_7€2’p 1 §2>

and the normalized tangent basis
@) = (E.7)

357

(A.250)

(A.251)
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(A.256)
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(A.258)

(A.259)

(A.260)
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A.3. Momentum Space

A. Curvilinear Coordinate Systems

Contravariant Basis

The Contravariant vector basis is defined in (A.9), which becomes here

0 ~
ep_vpza%:p
£_v§:%:_7\/1—§2’\

oP D

Oy 1
® “r
SVt T e

The relations (A.10-A.11) are here readily verified. The reciprocal basis is

1

=\|b - 57

(ep,eg,e‘f’> _ (A \/1—52,\

p py/1—¢&2

and the normalized reciprocal basis is

(@.%.2°) = (7.€9)

(A.262)
(A.263)

(A.264)

(A.265)

(A.266)

which here coincides with the normalized tangent basis, since both bases are orthogonal.

Metric Coefficients
They are defined in (A.12) and become here

1 0 0
gij=|0 p*/(1-€) 0
00 p*(1-¢&%)
- 1 0 0
g'=10 (1-¢)/p* 0
00 1
As a result
g=rp'
and the Jacobian is
J = p2
Differential elements
dl (p) = dp
D
dl = —d
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dS (p) = p*dédypp
ds (§) = —p\/ 1 — 2dpdypE

ds () = dpdép

e

d*X = p*dpdédy

Christoffel Symbols

They are defined in (A.49) and are all zero here except

Differential Operations

Gradient
. g,\_\/l—£28f§+ 1 8f,\
Ve dp p /I_e20p”
Divergence
10,4 10 —~
Vp- A= ‘35% Azﬂ—*&«vl—é ) vaﬁaw A-9)
Curl
. 10 R 1 0 -
~ 10 1 0
A E="—(pA - 3)— —— ~ (A-7
(VxA)-¢§ pap(p ?) zn/fiziaw( D)
19 N V1I-E0(A D)
(VXA)'w——E%(pA-é)— » o€
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Appendix B

Calculation of Bounce Coefficients
for Circular Concentric FS
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Appendix C

Effective trapped fraction for
Circular Concentric F'S

Evaluation of K (¢) if the small ¢ approximation

1 %o d&)
I (&) = (1+e) /SoT A2,-1,0 (§)) o

We can rewrite

with, for 56 > &or,

27 de 5/
X2,—1,0 (&) :/o 27 Ve, (C.2)
where
g=1/1-V(1-¢) (C.3)
In the limit € <« 1, we have
U = i
1+ €ecosf
=(1+¢€) [l —ecosf+ O ()]
=1+¢€(1 —COSH)+(’)(63) (C.4)

so that

¢ = \/1— [1+€e(1l—cos)+ O (e?)] (1_ (/32)
—56\/1—6(1 —cos0) (1- &) + O (€?)

12
0

In fact, the series expansion of the square root must be kept to all orders for the term
in €, because the ratio €/¢2 — 1 for &) — &or. This gives
@ (62) }

5/:&’){1_i (2n —2)! [6(1_0080,3 (1-&?) N

22n=1 (p —1)In! B

n=1
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where we used

1/2 _ °°1 1_ 1_ "

(1+z) 1+;2(2 1> <2 n—|—1> i
S B S D "
_1+2x+n§ o (D3)(2n=3)—

x
2(n—1 —
2 =2 (n=1) (n — 2)!n!

Yon—-2)
_1+Z 22n Tn— Dt *

In addition,
1 1

U 1+e(l—cosh)+O ()
=1—¢(1—cos) + O ()

We get

27 de

(C.10)

s n—2)! €(l—cosf)(1—
)\27,170 (56) = /0 27‘( {1 — € (1 — COS (9) Z 22n(? (n _2)1)'n' [ ( ,g (

n=1 0

2 2 62

(1 —cosf) (1 — 62)]n}
12

0

/27rd9 {1_16(1—0050) (1+&3)
0

(2n —2
_ZQQn 1 n—l lnl

_1_Z>‘2 —1,0 50 "’O( )

with

2™ 40 e (1 —cosB) (1 + &R
Ag)—m (¢0) :/0 272 562( 6)

25/2 (1 +£ )
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and, for n > 2,

2 2\ "
(n>2) Tdo  (2n —2)le” (1 —cosf) (1 —&F)
A2, 710 (‘50) /0 o 9201 (n— 1)l [ & (C.16)
on—2)len  [(1—¢2)]" 12 ds
- 2275—?@ _) ;)!n! [( (,)20 )] /0 o (1 —cosf)" (C.17)
@2l [-))" do [, ., (0\]"
~ 221 (n — 1)lnd [ 2 /0 o [2 sin (2>] (C.18)
om—2er (=" [ do
N 2n(—1n(n —)16)!71! [( 5620)] 0 — s (C.19)

We can transform, for n > 2,

(2n — 1)/ 40 — cos? fsin?*~ 1 g

(2n—1) [/ —sm"l —/ dgsin20}
0 ™

=@2n—1) Y"1 -Y"]

so that

. (2n ) orn
Y= 2n yr
with 1
vi= 3
so that
n_(@2n-1)(2n-1)-1) (6-1)E-1)1
Y = .« e -
2n 2(n—1) 6 4 2
_ (2n)!
C 2n(2n—2)---2)?
()
and we find
n>2) (Qn) (Qn — 2) e (1 _ 5/2) n
)\( _120 (50) 21 (1 — 1)1 (n)3 [ 2 0 ] (C.20)
__lente (-]
B (2n — 1) 237 (n!)4 [ 62 ] (C.21)
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‘We obtain

o de!
I (&) = ! /g o

(1+¢) OT)\Q—lo(f/)
S /d§0 1+Z ZA 10 (%) +0(62)
(1+€) o m=1 [n=1 -
:/5 dg) [1—e+2 ZA(_N (&)] +0(e)
oT m=1 Ln=1
=& — V22 + ) Iy (&) + O (6)
m=1
with "
Iy (50):/§0T dg; [Z)‘ 2,-1,0 50)]
where we used
11x—1+mzlxm (C.22)
or =\ = V150 ()] 29
L N P 2
§()T_\/2f6[1+2+(9(e )} (C.24)
‘We have
1_ o\ 1™
I<m)(€o)—/§0Td€o [25 Z n_l n') [( g(g?O)] ]
~1/2

Clearly, the only term of order e comes from the 56_2 contribution integrated and
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taken on &gr. We need to keep only

o= [ [ {52]” m

n=1

wfseely] |

/EOT
o , P 1 i14+ig++im
A8 Z%%~WW“ﬂA +0(0
ot i1=1140=1 im 0
oo 00 0 ) ) ) &o 1 i1+t Fim
= Z Z Z C’LlC’LQ e Cim621+l2+---+’bm / dé{) |:,2:| + O (6)
1=1io=1 m=1 SoT fO
0 0 C’LlCZQ PPN C’L €i1+i2+"'+i'm _1 50
= Z Z Z 21 +ig+ -+ 1m) -1 €/2(i1+z‘2+...+im)_1 +0 (6)
1=1is=1 0 &or

Ci,Ciy -+ C;
_ /2 11 Y19 " im
Z Z Z 2Z1+12+ +’Lm (21 + 7/2 + “ e + Zm) —_ 1] + O (6)

11=112=1 im=1
with
_ [(2n)!]?
" (2n—1) 2% (n))
and finally we get
oo (0@ [o@) x C C . C
I = £9—\/2€1/2 _ _ T Vi im
() = [ DD e T ] R
1
[ e oot (ol = ) T (o)
1
2 [ 6 - ac'2VE
Sor
oo o0 oo oo C C L. C
1— Lz m - + 0
l;;;z;wwm@mﬁwwq]<a
(o) o0 o C C L. C
_ “ 1/2\/§ 1 i1 Vig im O
[ mzluzl 1221 zmz—l 2t —Hm <11 +ig+ -+ im) - 1] * (6)
and therefore
3V2 Sl 0 C. Ci--C,
K(e)=2YX2 |1 — _ _ i Vip im o (/2
. 2 [ m:lilzlizzzl imzzl utiztetim 2 (iy +dg + - A im) — 1] " <€ )
(C.25)
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with

[(2n)1)?
(2n — 1) 237 (n!)*

n =

For example, C; = 1/2, Cy = 3/16, C3 =5/32, ---

m 11 t9 correction
1 1 - 1/4

1 2 — 1/64

1 3 — 1/256

1 4 — 25/16384
1 5 — 17/22737
2 1 1 1/48

2 1 2 3/1280 %2
2 2 2 9/28672

2 1 3 5/7168 x2
2 2 3 5/49152 x 2
2 3 3 6/173015

The sum of all these coefficient gives K = 1.486, which is already much better that

9v/2/8 = 1.591
1.56
1.52
\\ 1.46

23456

N W~ 01 O

_l.

Figure C.1: Bootstrap current coefficient x as a function of the highest terms M and N
kept in the series.

We compute the coefficient K for several values of the highest terms M and N in
the series (C.25). The results are shown on Fig. C.1. We first see that K converges for
high M and N, towards a value that seems close to 1.46. The best combination seems to
be for M = N, as both high M and high N are needed for convergence. Therefore, we
take M = N and calculate K as a function of M. Results are shown on Fig. C.2. We
can see that K indeed converges, and that the asymptotic limit is about K = 1.46. For
M = N =6, we find K = 1.467.
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1.6——
1.55
¥
15 i
1.45; 5 i s

Figure C.2: Bootstrap current coefficient x as a function of the highest terms M and N
kept in the series, for M = N
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Appendix D

Cold Plasma Model for RF Waves

D.1 Cold Plasma Model

In this section, we use the cold plasma model to calculate the wave properties. This
approximation is valid only if the following conditions are satisfied:

e The wave must exist in the cold plasma model, which is not the case of electrons
Bernstein waves (EBW). The description of EBW requires a hot plasma model.

e The wave remains far from resonances, where k; — oo. Near resonances, mode
conversion to electrostatic waves (IBW, EBW) occur, which are not described by
cold plasma wave theory. LHCD and ECCD usually take place far enough from the
LH and UH resonances, respectively, so that the cold plasma description is valid.

e Hot plasma effects, such as the energy flow carried by the coherent motion of particles
@, must be negligible.

e FLR effects must be small, that is, we must have

kivg

1 D.1
q | < (D.1)

|2l =

This condition generally holds for LHW and ECW as long as the temperature is not
too high (7" < 10 keV) and the resonance harmonic is low (n =0, 1, 2).

In the first subsection, we discuss the modeling of RF k| spectrum. In the second
subsection, we use the cold plasma model to calculate wave properties. In the third
and fourth subsections, we use further approximations to give analytical formulas for the
properties of LHW and ECW. This leads to a simplified description of LHCD and ECCD
and allows us to compare our models and results with other codes.

D.1.1 Wave Equation and Dispersion Tensor

We consider the two-fluids description of a non relativistic plasma in a constant mag-
netic field By = BpZz. In a continuous homogeneous linear medium, a Fourier component
E; (kp, wp) verifies the wave equation [?]
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NbX(NbXEb)+K-Eb:0 (DQ)
or equivalently
(Np-Ey)Ny — NPEy + K- E =0 (D.3)

where N = ckp/wy is the wave refractive index and K is the dielectric tensor. This
equation can be expressed in tensorial form as

D-E,=0 (D.4)

where the dispersion tensor is
D =NN,— N1+ K (D.5)
By evaluating the susceptibilities in the cold plasma limit, the following dielectric

tensor is obtained [?] in the frame (x,y, 2):

K, —iK, O
K=|iK,, K, 0 (D.6)
0 0 K

whose elements in a plasma made of species s are given by
2
w
Kp=1-) "=
S W — Wes
2

w
— ps
Ky=1-=2_ 3

s

w2.w

Kpy=—Y —— b7 (D.7)
Y ; w(w2 - w?:s)

where

nsq?
gEomg

Wps =

(D.8)

is the plasma frequency and
B
Wes = |q8| 0 (Dg)

ms

the cyclotron frequency for the species s.

D.1.2 Dispersion Relation

In order to have a non-trivial solution to the wave equation, the dispersion relation must
therefore be satisfied:
D (ky,wp) = [D[ =0 (D.10)

The axis 7 is chosen such that

Nb:NbJ_fC\—i-NbHE (D.11)
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Taking the parallel component Ny as given, (D.10) lead to the following equation for

Np1

with
A=K,
B= (N~ KL) (Ko + Ky) + K2,
2 2 2
C =K | (N - K.) - K2,
or equivalently

A=K,
B = (KJ_-i-K”)NbQ” — (KRKL+KJ_K||)

C =Ky (N,?H - KR) (Nj’” - KL)
with

KR:KJ_+ny
KL =K — Ky,

We find the expression for N, as a function of Ny and w:

, -B+VBZ_1AC
NbJ_: 24

We see immediately that the resonances occur for A = 0, that is,
K, =0

and that cut-offs occur for C' = 0, that is,

Kr =Ny
K; = Nb2”
or

D.1.3 Polarization components

(D.12)

(D.16)
(D.17)

(D.18)

(D.20)

(D.21)

(D.22)

(D.23)

(D.24)

(D.25)

Once N has been evaluated, the components of the polarization of the electric field are

simply given as the eigenvector of the wave equation (D.4)

D-Ey,=0
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D.1.4 Power flow

The relation between power flux and electric field was described using the vector ®;, defined
in (4.284)

P, = Ppp + Pur (D.27)
with (4.287)
‘I)bp = Re [Nb — (Nb . eb) eZ] (D.28)
and (4.286)
1, OKH
Pyr = ——€f - —— - D.2
or 9 0Ny e (D-29)

In the cold plasma model, the dielectric tensor K is independent of N and the contri-
bution @7, from the coherent motion of particles, vanishes.

¢,y =0 (D.30)
It is usually a very good approximation to neglect this kinetic power flux, even for quasi-
electrostatic waves like Lower-Hybrid waves (See D.2.7).
D.1.5 Conclusion

The cold plasma model gives expressions (D.21), (D.26) and (D.28) for the calculation of
N, e, and Py respectively. These formulas can be generally used for the calculation of
the diffusion coefficient in LHCD and ECCD.

D.2 Lower Hybrid Current Drive

Analytic expression for the properties of LH waves can be obtained in the cold plasma
description if further approximations are made. Then, an analytical expression can be
obtained for the LH diffusion coefficient.
D.2.1 Electrostatic Dispersion Relation
We consider the wave equation (D.4)

(Np - Ey)Ny — NEy + K- Ep =0 (D.31)

The electric field can be separated into its longitudinal and transverse components
with respect to the normalized wave vector Ny:

Ep = Epy, + Epr (D.32)
so that the wave equation (D.31) becomes
(Ni = K)Epr —K-Ep, =0 (D.33)

Electrostatic waves, and also electromagnetic waves approaching resonances, such as
LHW, can satisfy the condition
NZ > | Ky (D.34)
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and therefore (D.33) reduces to
NZEyr — K- Eyp ~ 0 (D.35)
Dot-multiplying (D.35) by ]/\71, = Nj/N, leads to the electrostatic dispersion relation
D.=N,-K-N,=0 (D.36)

and the transverse electric field is given by

1

E,r =
bT Nb2

K- Epy, (D.37)

We note from (D.37) and (D.34) that |Eyr| < |Epr|. The electric field is quasi longi-
tudinal, which justify the term electrostatic approximation given to the condition (D.34).

D.2.2 Cold Plasma Limit

Using (D.6), the electrostatic dispersion relation (D.36) in the cold plasma limit is then
given by
Dp = N K1 + Nj K| =0 (D.38)

which gives an expression for N, as a function of Ny and wy:
2 _ TEy

D.2.3 Lower Hybrid Waves

We consider the lower-hybrid range of frequency in a electron-ion plasma, where the fol-
lowing ordering applies
Wei K wWh K Wee (D.40)

Assuming in addition that
wp K Wpe (D.41)

leads to approximate expressions of the dielectric tensor components given by:

2 2
w W
K, ~1+ % — 71;2
wce wb
(.U2
Ky~ —re (D.42)
I w2
b
UJ2
Koy~ 20 (D.43)
WpWee
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where K| can be rewritten as

AV
S b= 1+w2 /w2, (D-44)

w? 2
1+ §e> <1 - “’L2H> (D.45)

Wy

wce
w2, 2
— (“;b_ ) (D.46)

where

2 _ *pi
D.47
WLH = 7 T wg 2 ( )
is the lower hybrid frequency.
The perpendicular index of refraction becomes

2 7,2
N = %N,ﬁ‘ (D.48)
(wi/wiy —1)
We recognize that N, — oo as the the lower-hybrid frequency approaches the wave
frequency. However, in most LHCD scenarios, wave frequency are sensibly higher than
the lower-hybrid frequency in order to avoid conversion to IBW. Typically, in Alcator
C-Mod, we have

“boor3 (D.49)
WLH

In that case, and as shown in D.2.7, the contribution of ®yr to the power flow can be
neglected. The cold plasma description therefore remains valid.

D.2.4 Polarization

The LH Waves of concern for LHCD are quasi-electrostatic, and therefore the electric field
is quasi-longitudinal (E; || N;) and we have

Eyi ke
€hi = o X D.50
"B T [kl (D-50)
for any component 7, so that the polarization elements become
By +iEy, ky1 . kbl 1ia
ey = — = = cosa +isina) = —e D.51
T Yk )= Vo, (D50
ey = Evw —iBby = FoL (cosa —isina) = Fo. e e
’ V2 |Es| V2ky, V2ky,
_ By ky
IR T Ry
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D.2.5 Determination of @f(’LH

Lower Hybrid Current Drive (LHCD) results from momentum exchange from the LH wave
to the plasma through Landau damping (harmonic n = 0). In this case, the coefficient
(4.308) becomes

1 . k 1 A k k
@f{,(] = 7€b,+€_mJ_1 ( ble) + 76{,776-“0((]1 <M> + %eb ||J0 <M>

o) 0 /2 0 : 0
(D.52)
1 i i kbi”L) | <k‘buu>
= _ete e J + —ep 1 J D.53
\/5 (eb, e €py,+€ ) 1 < Q L €p,|| 0 0 ( )

Using (D.51), we see that the perpendicular components cancel and we are left with

L
oblH _ ZIL 70l 5 BoLTL D.54
KTk D54

The argument of the Bessel function in (D.54) is

kpivi Ul Wh
——— =Ny —— D.55

Q e (D-55)
where an expression for N, is given by (D.48). The argument of the Bessel function

becomes

kpivy 1 Wpe Wh DL
- = — Ny —Pre (D.56)
/WE/W%H -1 Wpi Wee PTe
and we see that for wpe ~ wee and wy ~ 2wpp, we get
kpi vy N PL D.57
q |~ Bre e (D.57)

Given that most electrons concerned with LHCD have p, ~ pre, and that for LHCD
we have typically Ny ~ 2, we see that it is reasonable to take the limit

kyivy

1 D.
o | < (D.58)

as long as the plasma is not too relativistic (87, < 1). This limit is consistent with
the validity condition of the cold plasma description. In this limit, valid for most LHCD
scenarios, we have

Py ke

oblH o Pl
k p1 ky

(D.59)

D.2.6 Determination of ®[

The vector @{jH describes the relation between the energy flux and the electric field.
Although LHW are almost electrostatic, the dominant contribution to the power flux is
the wave Poynting flux @{j}é, assuming that the wave frequency remains sensibly higher
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than the LH frequency. The contribution of the Kinetic power flux is calculated in D.2.7.
In most LHCD scenarios, this contribution is not more than a few percents of the total
flux and can therefore be neglected. We have (D.28).

':I)bp = Re [|ebT‘2 Nb - NbebLeZT (DGO)

LH waves are quasi-electrostatic, so that the longitudinal and transverse components
are given by (D.37)

epr, >~ 1 (D.61)

1
eyr = NbeK k= (D.62)

so that the first term in (D.60) can be neglected, and
LH 1 * *
P,5 ~ Re <_€bLNbK ‘ebL>

1 ~
= ——K* N D.
Re ( N, > (D.63)

Note from (D.63) and (D.36) that the Poynting flux is in the direction perpendicular
to the wave vector:

e N =0 (D.64)
We finally find, using (D.6),
1 .
Op =~z (KiNoo + KNy 2) (D.65)
b

D.2.7 Determination of &5

In the analysis above the kinetic part of the power flux, due to the coherent motion of
charge carriers, has been neglected. This approximation must be justified by comparing
the Poynting and the kinetic fluxes.

The normalized expression for the kinetic power flux associated with an electromag-
netic wave in a kinetic plasma is given by (4.286)

wy , OKH

Der. 2= D.
2. ok (D-66)

Py = —

Electrostatic Waves
In the electrostatic approximation, the electric field is quasi-longitudinal (D.37)
lewr| < epr > 1 (D.67)

and (D.66) becomes

) (D.68)
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In the frame of the wave vector kp, (D.68) can then be expressed as

wp OKH ~
H,p = 2 D.
T 5. ok Fb (D.69)
where R R
K=k K-k (D.70)

is the longitudinal (electrostatic) component of the dielectric tensor.

Lower Hybrid Waves

An expression of the electrostatic dispersion relation for LH waves that includes the first-
order thermal corrections is given by [?]:

2w k2 w2 2. k2 .2
KM (0w, k) ~ 1+ oL pe <1—3b6> ~ DL T (1+3blwm> _ e (py

72 2 3 2 22
k 4 k:b Wy wj; kb Wy

where the finite Larmor radius (FRL) effects are scaled by the parameters

b, = ka_;)Te7 b; = kbL;}Tz (D.72)
w? wz;
with v, = T'/m.
The k-dependence of the dispersion relation is found in the thermal correction terms
so that
AR 3k} wh 2kyvd, ki whi 3w2 2kyvd,

ok 4k} w2 w2 ki wi wg w?,

(D.73)

Inside the plasma, we have kgH < kg ' and therefore /cg L/ /cg ~ 1. We finally get the
following expression for the kinetic flux associated with quasi-electrostatic LH waves:

1 [ 1w k22 Wy 2 k2o,
o = — ( peb Ie 4 T &y (D.74)

Ny \ 4 Wi wj

The kinetic flux is oriented in the direction of the wave vector, and the incident flux
on the flux surface

’ w’ <1w kjvTe +w /CQUT1> ’kb ¢’ (D.75)

wce b

This incident kinetic flux must be compared to the incident Poynting flux taken in the
cold plasma limit from (D.65)

~ K| |~ ~
o | = L‘N D)= 5 |- ) D.
‘ Nz [NoL Y N, |F (0 (D.76)
The ratio of the incident kinetic power flux to the Poynting flux is given by

LH 7
PV 1 (supedd | edetkd
‘,;I)LH ﬂ K, ;

D.
4w wy (D.77)
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Using (D.39) we have

w} ( K)o 1 WQ
so that B A A
oL 3 lwy wy Ty
?JYI;L _ . Te b|| . 5 - Ze‘i’ipii (D79)
e, (14w LJw2)(1 —wiyg/wi) \ 4wl  wi Te

where (2, = T, /mc?.

It can be seen from (D.79) that the kinetic part of the power flux becomes significant
only as the wave approaches the lower-hybrid resonance very closely. In a typical LHCD
context (for instance Alcator C-Mod, [?]), we have

wp ~ 2WLH, Wpe ~ ey, wpi ~w, T ~T; and Pre ~ 0.1 (D.80)
so that the kinetic part of the power flux is not more than a few percents.
D.2.8 LH Diffusion Coefficient

General expression in small FLR limit and ES approximation

The normalized bounce-averaged diffusion coefficient for the Fokker-Planck equation is
given by (4.331)

—LH
D, © (p,&) =

pléo| A\q Ry BY% &

H (6~ Ouin) H (O — ) [12] 5 (N - NpEY e sy
T

2 g
with
141/2
—LH,0, 1 1 1 fird
Do = 7 L D.82
b,0 6, g, meIn A wbwge ’(I.IbJH‘ b,inc ( )
1
N = Bty (D.83)

llves = B pép,

Within the electrostatic approximation and in the small FLR limit, we have obtained
the following expressions for the LHW properties (D.59), (D.39), (D.65)

b,LH &o Ny
Ok, = T— —¢ WH (D.84)
\/ ‘Ijeb (1 - 5O) b
Ny = _—KHNb (D.85)
KJ_ ||
'1>ZI;H = NbQ (KLNbL + K”Nb”Z) (D.86)
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so that
1
LH
|| = Nl?\/KiNbi + KING, (D.87)
N,
~ 5 |K)| (D.88)
b
K\
=L (D.89)
Ny

and where K| and K| are given by (D.44) and (D.42) respectively

Simplified expression for LHCD

We consider the limit of a large aspect ratio tokamak with circular flux-surfaces (limit
of a cylindrical plasma). In that case, 7g,/R, — 0 and the effects of magnetic trapping
disppear. We can use the following asymptotic expressions

Wy, — 1 (D.90)
A, &) — 1 (D.91)
0y
1, B2y (D.92)
q Ry, B
% 4 (D.93)
&o

Because of cylindrical symmetry, the dependence 6, on disappears.
The QL diffusion coefficient for LHCD (D.81) can therefore be written as

SLH(©) wre & K1 oim 1 ( LH ) ( LH)
D , = D H (N — Nyjimin ) H [N, «— N
b (p 50) » |€O| (1 — 5(2)) (—K”) b,0 ANb” |res b|| min b|| ma: ||res

with
—n 1 1 1 Nyjo

1+1/2
T e b D.95
b,0 T’Rp Me InA wbwp%e K, fmc,b b,inc ( )

1
LH _ YPTe
[[res — % pfo (D96)
and where we used N, ~ N, and assume a square power spectrum as in (4.351).

In order to compare with LHCD operators found in the litterature, we redefine the LH
constant factor such that

—SLH(0 Yre & SLH
Db ( )(pu 50) = 2 D) Db,O,newH (Nﬂ;l;ls - NbH min) H (NbH max Nﬁ}gs) (D97)
6ol (1 - go)

with
N? 1

—LH b||,0 —LH
= D (D.98)

b,0, b,0

new NbQL,o ANbH
1 1 wp, Npio

b I fil;’lb/ZPb,inc (D99)

- TRy meIn A wi, ANy
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A familiar expression for the LH QL operator is obtained in cylindrical geometry. From
(4.239) and (4.242-4.245) we see that for LHCD, the QL operator can be rewritten as

9 of
Qi) = 5Dl L
opy 1l opy
0 =LH VTe (c > < c)&f
= 7Db, 7nevvi*H‘ —_ = Nb min H Nb max — — | = — (DlOO)
Zb: T T R ” v/ 9p)

Although it is better to keep the exact formula (D.100), the factor vre/ |UH} has often

been neglected in the litterature, which is an acceptable approximation when 5b707new >
Vep%e and ANy < Npjmin- In this case, considering only one ray b, the LH Operator

reduces to
0 pu Of for v1 < bl <w
= A 1< — 2
QY™(f) ~ < op " ap UTe (D.101)
0 otherwise
with
: (D.102)
v = ——— )
! BTGNH max
1
V2 = o7 D.103
—LH UTe | =LH
DO,new - [‘U”e‘] Db,O,neW (D.104)
1 1 I w No gy
= — o P D.105
PRy (01 & 02) j2] meIn A wd, AN, Tine” Fine (D-105)
UTe | . UTe .
where | —| is an averaged value of —— which can be taken to be and then
[y o] TN
— 1 1 1 1
On - 12 p (D.106)

02 Ry Bre me In Awl, AN Tine T

D.3 Electron Cyclotron Current Drive

The cold plasma description is usually a good approximation to determine the ECW prop-
erties, as long as we stay away from the upper-hybrid resonance, where mode-conversion
to EBW occurs. However, even in the cold plasma model, the polarizations are usually
mixed for oblique propagation, and no simple analytical formulation is possible. Still, it
is possible to find limit cases (small FLR effects, small N|) for which a simple analytical
derivation is possible.

D.3.1 Polarization

In the case of mostly perpendicular propagation, where ’N ||‘ < 1, the two modes are the
quasi-X and quasi-O modes.
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The polarization is mostly right-hand circular for X and parallel linear for O. The only
exception is for the X mode near the first harmonic n = 1 where ei(_ ~ (. For this reason,
the first-harmonic is almost transparent to the X-mode and this resonance is usually not
considered. Moreover, this harmonic can only be reached from the high field side, because

of the right-hand cut-off. From now, we consider only the X mode with n > 2.

D.3.2 Determination of ©)FC
Small FLR limit

Electron Cyclotron Current Drive (ECCD) results from momentum exchange from the EC
wave to the plasma through electron cyclotron damping at some harmonic n. For a ray b,
considering a given harmonic n, the coefficient (4.308) is

P

w1 (z) + —=ep e a1 (2) + —Lep 1 (2 D.107
1 (2p) ok +1 (2) o, bl (2v) ( )

1
ebn" = —ep i€
k \/i T+
where Zh = kZbLUL/Q.
Since the resonance condition is wy, — kyv — nfl = 0 and

B
= &2 T (D.108)
yme v

Q

the only harmonics to be considered for electrons are for
n<-1 (D.109)

Applying the substitution
n=-n>1 (D.110)

and renaming n’ — n > 0, we get

1 s 1 ; P
OYECn — = o om0 () - ——ep et zp) + —ep 1 J_n (2
K N n—1 (2b) 736 n+1 (26) L bl n (2)
1 —ix n+1 1 +3 n—1
= —¢p€ -1 J, 2p) + —=ep_e Y (—1 Jn—1 (2
\@b’+ ( ) n+1(b) ﬂb, ( ) nl(b)
p
+ ey (=)™ T (2) (D.111)
pL
We have P
o= oLVl PL Y (D.112)
Q MeC Wee

Using wp ~ nwee, we get an estimation for |z

Il
2] ~ nNpL 2% fre (D.113)
Pre

Typically, for ECCD in tokamaks, we have

Npr S 1, Bre $0.1 (D.114)
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and most electrons of concern have »
1

PTe

<3 (D.115)

so that for low harmonics, the condition |z| < 1 is satisfied. In other words, the Larmor
radius remains small compared to the perpendicular wavelength. This condition is con-
sistent with the conditions of the cold plasma description of the EC waves. From now on,
we assume |z,| < 1, which is the : limit of small FLR effects.

In this case, for n > 0, the following approximate expression can be used

1 2\
I (2) = — (5) (D.116)
and we have

QbECn bt —ia (—1)+ 1 (Zb>"+1+€bi,fe+m (—1)™! 1 (@)”*1

k7 A (n+1)!'\2 V2 (n—1)!'\2

D 1 rzp\™
+ p%e”’”ﬁ (3) (D.117)

X-mode, n > 2

Because e, is the dominant polarization component and |z| < 1, the second term in the
sum in (D.117) is largely dominant. We obtain

3 i Eh— 1 1 pPL Wy o
EbECXn _ tiatb— 1 - D.118
k € ﬁ (n - 1)! 2 bt MeC Wee ( )

O-mode, n > 1

For the O-mode, things are more complicated. However, if ‘NII‘ < 1, €| is much larger
than e, . The last term in (D.117) is dominant if

eb—' < Lln (D.119)

V2 mec

eb7||
which is satisfied for resonant electrons as long as the temperature is not too low. In that
case, we have

bEC-On _ P 1 /1 pLowp \"
@k = e —Np| — (D.120)
pL n! \ 2 MeC Wee

D.3.3 Determination of ®F€ in the low density limit.

The vector ®; describes the relation between the energy flux and the electric field. In the
cold plasma description, it is given by (4.287).

@bp = Re [Nb — (Nb . eb) e;;] (D.121)
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In general, both terms must be kept. However, where the density is low
Wpe K Wp (D.122)

the ECW is mostly electromagnetic and mostly keeps its free-space characteristics. In
that case,

Ny ~1 (D.123)
Nb - €y
1 D.124
N, < ( )
so that ~
dEC ~ N, (D.125)

D.3.4 EC Diffusion Coefficient

General expression with small FLR, ’NII‘ < 1 and wpe < wy - or EM - approxi-
mations

The normalized bounce-averaged diffusion coefficient for the Fokker-Planck equation is
given by (4.331)

Dy O, ) =
pl&l AT R, B% &

1 b,(n)
H (8 — Omin) H (B — 63) [2 S :] 5 (N,,” ”res) ]@ (D.126)
o lr
with
1+1/2
—EC,0, 1 1 1 fineh

D, 7 = Pyine D.127
bm,0 T@bRgb me In A wyw e |‘I>b’ b, ( )

1 pTe < nW¥y chO)
N = _ —~reed D.128
lles ™ Bre péo, 7 W ( )

where we used the substitution n’ — n as in (D.111).

< wp - or electromagnetic - approximations,
we have obtained the following expressions for the ECW properties (D.118), ( D.120),
(D.125)

n—1
o 1 (1. /U, (-8)
QUECKn 1 hia b N (1-%) w, (D.129)

V2 (n—1)! PR mecC W, Wee,0

n
RN e
®b,EC—OnN¢ N, o 0) “b (D.130)

= ol 7 | 54VbL
k 2 Inr | 2 MeC Vg, Wee,0

dFC ~ N, (D.131)
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so that
‘@gc} ~1

In addition, within these approximations, the polarizations take the following limit
expressions:

2
lep,— | ~ \2[ for the X mode (n > 2) (D.132)
‘eb’”‘ ~ 1 for the O mode (D.133)

Simplified expression for ECCD in the case of circular concentric flux-surfaces

We consider the limit of a tokamak with circular flux-surfaces. In that case, we have the
following identities

D - ?‘ —1 (D.134)

o B g, B”
R,Br R, B%

i= (D.135)

and the QL diffusion coefficients for ECCD (D.126) can therefore be written as

_ wpre 1 68 , PG 1
plél A2 "0 g — 1)1

2(n—1) 21\ (n—1) 2(n—1)
p 1- fo) (1 Wh >
X — N, e
<pTe) < \IJQb 2 bLBT Wee,0

1 1 — (Njjres — Nb||,0)2
DIEE e
T

VTAN) |24 [
(D.136)

—=EC-Xn(0
Db ( )(pv ‘50)

x H (91) — Gmm) H (emax - Ob)

_gprel & =mce, 1
pléol A (1 —€2) "m0 [ny)?

2n 2\ N 2n
p 1- fo) <1 Whp )
X —Np B
(pTe > ( \1191, 2 bLTe Wee,0

2
1|1 — (Njjres = Ny 0)
X H (0[, — Qmm) H (Hmax — 0[)) \/ET]\TH [2 Z] Texp [ AN2

o I

(D.137)

—EC-0n(0
D, ( )(p, o)

with
—EC,0, 1 1 I 412

D = . Py; D.138
b,n,0 TRGE, Me In A wage flnc,b b,inc ( )

1 L
0 _ PTe ( _n 9bw3370> D.139
llves = Bre péo, 7 W ( )
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and where we assume a gaussian power spectrum as in (4.355).
In order to compare with ECCD operators found in the litterature, we redefine the EC
constant factors such that

n— n—1
DECXNO) () ¢y WPTe < p )2( Y & ECXng, (1-&)' )7
plél \pre gg homew \I/((;Z‘Q) A
2
1 — (VY res Nb ,0
H (917 - emin) H(emax - Hb) !2 Z] exXp ! ( ” AN2 ” ) (D'140)
ol I
with
2(n—1)
—EC-Xn,0, 1 1 1 wWh —EC,0,
= — N, o D, > D.141
b,0,new \/EANH 4[(7’7, _ 1)|]2 <2 bJ_BT wce,O) b,n,0 ( )
1 1 1 1 1 1 wp 2D g
= —N, e i P, inc
rRg, meIn A wage ﬁANH 4[(n— 1)!]2 (2 b1 Br wce,o) flnc’b %
(D.142)
and
HFC-On(0 ( &) = YPTe ( D >2" £ (1 - 53) —Ec On,g, 1
b P|§o\ Pre \I/g b,0,new )\
2
1 — (V) res Nb ,0
H (0 — Ornin) H (Omax — 65) [2 Z] exp[ (M) — 10) (D.143)
o lr Il
with
2n
—EC-On,0, 1 1 1 Wh —EC,0,
s D D.144
b,0,new ﬁANll [77,']2 <2 bJ_BTe‘*’ceO) b,n,0 ( )
11 1 1 1 /1 wy 7" is1)0
= — N e ! Pyin D.145
r Ry, me lnAwbwge ﬁANH [n!]z (2 b1 Br wce,0> fmc’b b,inc ( )

The two most common ECCD scenarios in experiments are the ones with the largest
diffusion coefficient: X2 and O1. For these case, we find

DEC X2(0) (p, &0) = YPTe ( P >2 £2 (1 — 53)—EC-X2,9b 1

p|§0| PTe ggb b,0,new X
2
1 — (Njjres = Nyjj0)
H (0p — Omin) H (Omax — ) [2 gg ]Texp [ ANH2 (D.146)
with
2

—EC-X2,0, 1 1 1 1 1 W I+1/2
D = - . Py D.147
b,0,new "Ry, meIn A wyl, VAAN, 4 bJ.ﬂTewCe,O Jinep Phiine ( )

384



D.3. Electron Cyclotron Current Drive D. Cold Plasma Model for RF Waves

and

2 .o
—EC-01(0) Ypre [ P §) =EC-01,6, 1
b ( ) p |£O| Pre ‘I’ab b,0,ne A

2
1 = (Njjres — Ny 0

H (0 — Owin) H (Omax — ) [2 Z] exp [ ( HrZNQ I ) (D.148)

o lr Il

with
2

—EC-01,0, 1 1 1 1 1 Wp 1+1/2
= —N, . Py D.149
b,0,new T,Reb Me In A wbw;ge ﬁANll 9 bJ—BTe ce.0 flnC,b b,inc ( )
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Large pitch-angle collisions
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Appendix F

Alternative discrete
cross-derivatives coeflicients

(0>
In Sec. 5.4.1, the discretization scheme is chosen so that cross-derivative terms f’;p 90

141/2,i+1/2,j+1/2
are all identical and defined at the center of each cell. Consequently, cross-derivatives are

determined in a completely symmetric way with respect to neighboring points, which has
be proven to be an efficient procedure for most simulation cases [?]. However, the down-
side of this approach is that internal boundary conditions are no longer satisfied for cross
terms, and must be enforced. This is not a satisfactory situation particularly when a large
quasilinear diffusion takes place close to these locations of the phase space, in particular
at & = +1

Alternative discretization schemes may be considered in order to avoid this problem
and keep the treatment of internal boundaries in a uniform way for all derivatives. In
this case, D](Dg) and Dg))) are not separated from the derivatives of the distribution func-
tion as done in Sec. 5.4.1, so that both 8% <pD1(,2)88g)> («/1 — 50/\Dg)) ag‘; >
must directly discretized on the flux grid, according to the general rules. Coefficients are
therefore

g (k+1)
—p?V, - SQ(DO)

QZ+1/2 Z T (Fl)

Bo 141/2,i41/2,j+1/2 By A+1/2
with
2 O L 2 (O (k1)
P ppit1/2,i+1,5+1/2 "op + Dit P41 /2,i41,j+1/27 0,141/2,i+1,j41/2
7l — 141/2,i4+1,j+1/2
APz‘+1/2
(F.2)
2 10) o0 |+ 2 1 (0) 0)(k-+1)
Piltppiv1/2i5+1/2 "op N — b p,l+1/2,i,j+1/2fO,l+1/2,i,j+1/2
T — 14+1/2,i,j+1/2 (F3)
Api+1/2
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1—¢2. 0y | (K+1)
po Ve o on .
. ? p,-’r ’Z+ 7J+ .
Apiyi/2 0o I41/2,i+1,j+1/2
— (k+1)
Tm:_mp Q i sisnny ol (F.5)
' Vg 14+1/2,0,5+1/2 .
Apiy1/0 P ’ 9% I4+1/2,4,5+1/2

D(O)l 1/2,i+1/2,j+1 <1 — & ‘+1) A2 %fiéo) o
i+1/2,5 ;
7] _ Pity2 SelL/2iH1/25t ! o 1+1/2,i+1/2,5+1
NH1/2,5+1/2 DPit1/2880,j+1/2
l (0) (0)(k+1)
N pi+1/2m)‘ H/Q’]—HFg 1+1/2, z+1/2,g+1fo,l+1/2,i+1/2,j+1 (F 6)
A& j11/2 .
(k+1)
(0) 2 14+1/2,j £
[6] Di+1/2 Degai1/a,iri/ag (1 fo,j) A g I41/2,i4+1/2,j
Tl — L =
A\+1/2,5+1/2 Pit1/2880,5+1/2
141/2.5 12(0) (0)(k+1)
pz+1/2\/7)‘ +/ ]Fg I+1/2,i+1/2, gf 0,l+1/2,i4+1/2,j (F.7)
Ao jv1/2 .
(k+1)
7 — Pt m NHVZIFIDE) i) ik (F.8)
1+1/2,j41/2 Ep,l+1/2,i4+1/2,5+1 )
AA1/2, Ao jv1/2 ap 141/2,i4+1/2,j+1
) | (k+1)
Pit1/2 \/7 1+1/2 8f
T = AH1/25 p© 0 (F.9)
14+1/2,j+1/2 §p,l+1/2 +1/2,5
D) J Ao jv1/2 p 1+1/2,i+1/2,j

There are two methods for calculating derivatives of féo) that appear in the terms
7B, 7MW, T and T18). As shown in Fig.*** | it is possible to chose values of the distribution
function at all flux grid corners,

)(k+1)

(k+1) (0)(k+1)
e _ fotamgn ~ foliiahin (F.10)
p 141/2,i41/2,j+1 BPis1/:
(k+1) Y(k+1) (0)(k+1)
afi(go) _ fo A+1/2i+1,5 — J0,14+1/2,i,5 (F.11)
Op 1+1/2,i+1/2,5 APHI/Q
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(0)(k+1)

(k+1) (0)(k+1)
8féo) fo J41/2,i41,5+1 f07l+1/2»i+1ﬁj
/ Lo (F.12)
So 14+1/2,i41,j+1/2 So+1/2
8fé0) _ fo l+1/2zj+1 — /o 0,1+1/2, w (F.13)
%o 14+1/2,i,j+1/2 Aot/
or to do it in an intermediate way,
(k+1) (0)(k+1) (0)(k+1)
aféo) f 0,0+1/2,i+3/2,j+1 — /o 0,l41/2,i—=1/2,j+1
% X A (F.14)
p 141/2,i+1/2,j+1 Pit1+ O
(k+1) 0)(k+1) 0)(k+1)
aféo) f07l+1/27i+3/2,j - fO,l+1/2,i—1/2J
O _ /2Ol (F.15)
Pl 2412, Pit1+ AP
(k+1) (0)(k+1) (0)(k+1)
6f(§0) f0 A41/2,i41,j43/2 — 1y J1/2,041,5-1/2
(F.16)
0% 1+1/2,i+1,j+1/2 Abog1+ Abog
(k+1) )(k+1) )(k+1)
aféo) fo A4+1/2,i,5+3/2 fO J+1/24,5-1/2
_ (F.17)
9 14+1/2,i,5+1/2 Ao+ Aoy

involving flux grids only in the direction that is not considered by the derivative itself.
The advantage of this method is that the total number of interpolating coefficients § is
reduced by a factor 2 as compared to the previous method, which represents a significant
numerical saving for the calculations. Nevertheless both methods are here detailed.

(0)

It is important to notice that this new discretization scheme needs to evaluate now Dgp
and D\ at new grid points, i.e. (+1/2,i+1/2,5+1), (1 +1/2,i +1/2,5), (1 +1/2,4,5 +1/2)
and (I +1/2,1+ 1,5+ 1/2), while in the scheme discussed in Sec. 5.4.1, these coefficients
were determined only at the center of the cells (I +1/2,i+1/2,5+1/2).

Full flux grid interpolation Since the distribution function is defined on the half grid,
while fluxes on the full grid, it is necessary to interpolate, because in derivatives F.10-F.13,

values of féo) are taken on the full grid. In a general way, whatever the detailed value of
the weighting factor 6(°) which will be discussed in the Sec. 5.4.3, one may write for the
terms proportional to D,(,g), Fp(o)7 Dég) and Fg(o) as in Sec. 5.4.1

For terms involving Dl()g) and Dég) ,two steps interpolation must be carried out,
f 0)(k+1) _ (1_ 5O f k41)
0,0+1/2,i+1,5+1  — pl+1/2,i+1,5+1 ) J0,141/2,i+3/2,j+1

(0) Y(k+1)
0,111/, z+1,g+1fo 141/2,i4+1/2,j+1 (F.18)

while

(0)(k+1) o (0) k+1)
fo 0,0+1/2,i4+3/2,j+1 — ( 55 1+1/2, z+3/2,]+1) fO,l+1/2,i+3/2,j+3/2
+5©

(k+1)
&l+1/2, 2+3/2,]+1fO,l+1/2,i+3/2,j+1/2 (F.19)
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and

(0)(k+1) _ (1_5O )(k+1)
fo J+1/2,i41/2,541 E141/2,i4+1/2,j+1 fo J41/2,i41/2,5+3/2

(0) )(k+1)
+5£,l+1/2,i+1/2,]+1 fo J4+1/2,i41/2,5+1/2 (F.20)

which leads to the result

(0)(k+1) . (0) (0) k+1)
forsiivijon = (1 - 5p 1+1/2, z+1,g+1> (1 55 1+1/2, z+3/2,]+1) fo.s1/2,43/2.543)2
5(0 5 f(o) k+1)
pJl+1/2,i41,+1 g,l+1/2 i+3/2,j+170,041/2,i+3/2,j+1/2
(0) (0) (0)(k+1)
0 141/2,i+1 441 (1 —O¢ 111)2, i+1/2, j+1) fors1/2,i41/2,543)2

(0) (0) )(k+1)
+0 pl4+1/2,i+1 ]+15§ 14+1/2,i+1/2, g+1f0 14+1/2,i+1/2,j+1/2 (F.21)

By performing the appropriate index number transformations (i + 1 — i) and (j + 1 — j)
other interpolations are

fool)+]i721,z,g+1 - ( 6z(>(,)l+1/2,z,]+1> (1 5§01)+1/2 1+1/2,]+1) fool)+li7212+1/2,3+3/2
+ (1 p z+1/2 z,]—i—l) 5§(,]l)+1/2,i+1/2,j+1 (g(;)-ﬁ’;;rng-s—l/Q,j—f—l/Z
+3! l)+1/2,z,]+1 (1 - 523)“/21' 1/2,j+1) f(oz)fflef 1/2,j+3/2
+3! l)+1/2,z,]+15é0l)+1/2 i—1/2, i+1/o, l+];7212 1/2,j+1/2 (F.22)
fo Z+I;7212+1,j - (1 - 5;?l)+1/2,i+1,j) (1 5201)“/2 1+3/2,]> fo l+li7212+3/2,j+1/2
+ <1 o 51(7(,)1)+1/2,i+1,j> 5201)+1/2 z+3/2,]f0 l+];7212+3/2,j—1/2
+6( l)+1/2 i+1,5 (1 o 5éol)+1/2 i+1/2,j) fég)—ili—/i_21,2+l/2,j+1/2

(0) (0) )(k+1)
0, 141/2,i41,7%, z+1/21+1/2,]f0 14+1/2,i41/2,j—1/2 (F.23)

0)(k+1)  _ (0)
fo = (1 —0 0,04+1/2,i4+1/2,j+1/2

(0) (0)(k+1)
JA+1/24,5 p,z+1/2,i,j> <1 o 5$,l+1/2,i+1/2,j>

(0) (0) Y(k+1)
+ <1 - 5p,l+1/2 z]) 55 1+1/2, 1+1/2,]-f0 14+1/2,i4+1/2,j—1/2

(0) (0) (k+1)

+0 pl+1/2,i,5 ( 55 I4+1/2,i— 1/2,]) f0,1+1/2,z‘—1/2,j+1/2

+5 5 FOGE+Y (F.24)
pl+1/2,i,50€,1+1/2,i—1/2,570,1+1/2,i—1/2,j—1/2 :

Gathering all terms, corresponding matrix coefficients for the zero order Fokker-Planck
equation may be expressed as
(k+1)

q - 0
EOP vp'sg())

14+1/2,i4+1/2,j+1/2
i'=i+17’ =j+1

QI+1/2 (0)(k+1)
Z Z p’l+1/2 i'+1/2,5 +1/2f0 4172,/ 41/2,5/41/2 (F.25)

B
0.1+1/2 i'=i—1j'=5—1
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where
=(0) =(0)[1] =(0)[2]
My iv12041/2,54172 = Mpiii2041/2,50+1/2 7 Mp 1720417254172

(0) (0 (0)  7(0) 7O
Terms proportional to Dgg , F and Dy, Fp ' are all gathered in matrix M), and

may be easily obtained from M( ) given in Sec. 5.4.1 by taking ngé) = Dég) = 0. The

other terms proportional to Dfog) and Dég) are

—=(0)[2] IERTA R ATeY:

M j j
pl+1/2,i+3/2,j+3/2 Apz+1/2A§0 J+1/2

% (1 B 51(7(,)1)+1/2,i+1,j+1> ( 5é()l)+1/2 7,+3/2j+1>

Pit+1/2 \V 1- 53&“ (0)
A1/2,5+1

0)
Pit1Dpeii1y2it1541/2

+)\l+1/2,j+1/2 A507j+1/2Ap¢+1/2 Epl+1/2,i+1/2,5+1
(0) (0)
X (1 B 5p,l+1/2,z'+1,j+1> (1 o 5§,l+1/2,i+3/2,j+1> (F.26)
ﬁ(o)p] B \/ 50,J+1/2 pe
pl+1/2,i4+1/2,j+3/2 = Apz+1/2A§oj+1/2pZH PEI+1/2,i41,541/2
x5 1-60
pl+1/2,i+1,5+1 £141/2,i41/2,j+1
B \/ 1 - é30,]'-4-1/2 D (0)
Apip1/2D& e POITL/205H1/2
(0) (0)
. (1 - 5p,l+1/2,i,j+1 (1 - 5§,l+1/2,i+1/2,j+1>
Dit1 1—- 6(2) Jj+1
4 i+ /2 ’ )\z+1/2,]+1D( )l ) .
NAL2H2 ALy 541 19ADi41 /2 EpH1/2,041/2+
(0) (0)
X5p 14+1/2,i+1,5+1 (1 o 5§,l+1/2,i+1/2,j+1)
D 1 - é“(2) j+1
_ i+1/2 J )\z+1/2,]+1D(0)
NAL25H2 ALy 541 /9APi41 /2 EpIHL/2iH1/2.541
(0) (0)
X (1 - 5p,l+1/2,i,j+1) (1 - 5§,l+1/2,i+1/2,j+1) (F.27)
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=(0)[2]
pl+1/2,i—1/2,j+3/2

=(0)[2]
Mp,l+1/2,i+3/2,j+1/2 =

2
V-G

- APz‘H/zAfO,jH/zm PELFL/2,40+1/2

(0) (0)
X0, 1190 j+1 (1 - 5§,l+1/2,i71/2,j+1)

_£2
_ Piy12 \V 1 €0J+1 A\H+1/2.5+1 p(0)
NH1/2.0+1/2 A€, i41/20Di1 /2 Ep,i+1/2,i+1/2,5+1

(0) 0
X(Sp,l+1/2,i,j+1 (1 - 5§,l+l/2,i71/2,j+1>

+
Apiy1/2A880541/2

(0) 0)
X (1 - 5p,z+1/2,i+1,j+1) 5§,l+1/2,i+3/2,j+1

(F.28)

0)
pi+1Dp£,l+1/2,i+l,j+1/2

0)
PZ+1ng,l+1/2,¢+1,j+1/2

Apip12A& 410
(0) (0)
X (1 - 5p,z+1/2,z‘+1,j) (1 - 5§,l+1/2,i+3/2,j>

Pit+1/2 \V 1- 5377“ ! i+171(0)
\F1/2541

N+1/2.0+1/2 A€, i+1/28Di1/2 Ep,l+1/2,i4+1/2,5+1

(0) (0)
X (1 - 5p,l+1/2,i+1,j+1) O¢ 11+1/2,i43/2,j+1

2
___ Piy1)2 \/1_7%
AF1/2,5+1/2 Ao j1/28Di41/2

X (1 — 51(3)“/27”1,]-) (1 - 523)+1/2,i+3/2,j)

141/2,5 17(0)
A Depit1/2,it1/2

(F.29)
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ﬁ(o)[Q} B \/ 1- 5(2),g‘+1/2

pi+1/2,j+1/2 Apit1/2880,511/2

% 5(0) 5(0)
pl+1/2,i4+1,j+1%€ 141/2,i4+1/2,5+1

\/ 1= 5(2),g‘+1/2

- p
Apiy 1288054172

0) (0)
X0, 111 /9,41, (1 - 5{,l+1/2,i+1/2,j)

\/ 1= 5g,j+1/2

- Apz’+1/2Afo,j+1/2

(0) (©
X (1 B ‘5p,l+1/2,z',j+1> O¢ y1/2,i41/2,4+1

\/ 1= §§,j+1/2

+
Api 1288054172
(0) (0)
X (1 - 5p,l+1/2,i,j> (1 - 5§,l+1/2,i+1/2,j)
[1_c2
" Pit1/2 1 §OJ+1 )\l+1/2,j+1D(0)

N+1/2.5+1/2 A€, i+1/208Dis1/2 Ep,i+1/2,i41/2,j+1

5@ 5©
pI+1/2,i41,5+1%€ 1+1/2,i+1/2,5+1

182
_ Pit1)2 §0,+1 A\AH1/2.5+1 (0) A A
A+1/2,5+1/2 A&y j+1/28Dit1)2 Ep,i+1/2,i41/2,j+1

(0) (0)
X (1 - 5p,l+1/2,z',j+1> O 141/2,i41/2,j+1

11— ¢2.
Dit1/2 S0 A+1/24 p(0)

CONAFL/2,5+1)2 A&y j+1/28Dit1)9 Epl+1/2,i+1/2,5

(0) (0)
X0, 111 /941, (1 - 5§,l+1/2,i+1/2,j)

Di+1/2 Y 1- 5(2)»3' 141/2,5 1(0)
+ )\ + / 7.7D

\+1/2,5+1/2 A& j+1/20Pi11)9 Epl+1/2,i+1/2,5

X (1 B 51(??1)+1/21i7j) (1 N 5§?l)+1/2,i+1/2,j) (F.30)

) (0)
pz+1Dp5,z+1/2,z‘+1,j+1/2

A (0)
z+1Dp5,z+1/2,i+1,j+1/2

(0
pZDpE,l+1/2,i,j+1/2

0)
ping,z+1/2,i,j+1/2
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2
— )2 B m 0)

pl+1/2,i—1/2,5+1/2 _Apz‘+1/2A50 j+1/2pi PEI+1/2,0,+1/2

) )
X5pyl+1/2,i7j+15§75+1/27i—1/27j+1

2
Vi=8ine
+ Di (§)l+1/2i i+1/2
Apiy1/9Q8g 5412 POTTHEN

(0) (0)
X0, 11,0 (1 - 5£,l+1/2,i71/2,j>

_ 2
__ Piy12 \V 1 €0J+1 A\H+1/2.5+1 p(0)
NH1/2.0+1/2 A€, j+1/2Api+1/2 Ep,l+1/2,i4+1/2,j+1

0) 0)
X0 141 /2,i,j+1%% 141 /2,i-1/2,j4+1

_ 2
Pit1/2 V 1%, A+1/2,5 (0)

NH1/2.0+1/2 A€, i41/20Di1 /2 Ep,l+1/2,i+1/2,5

0
(1 o 6§,l)+1/2,i71/2,j> (F.31)

+

(0)
X0y 1412,

/ 2
=(0)[2] B 1- £O,j+1/2

4 DO)
Dit1pe 141/2,i41,5+1/2

PAF1/2,i+8/25-1/2  Api1/2880,11/2
X (1 B 51(7(,)1)+1/2,i+1,j) ‘5§(,)z)+1/2,i+3/2,j
_ Piy1p2 Y 1- 5(2’73' AA+1/2.5 p(O)
\+1/2,5+1/2 A&y ji1/28Pi11)9 Ep,+1/2,i+1/2,j
X (1 - 51(7(,)1)+1/2,i+1,j) 5é(,)l)+l/2,i+3/2,j (F.32)
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=—(0)[2] B \/ 1- 5g,j+1/2

pA+1/2,i+1/2,5-1/2 CApi1A& i1

(0) (0)
X5p,l—|—1/2,z‘+1,j5§,l+1/2,i+1/2,j

2
V L= 80412 (0)

)
Dit1¥pe 141720 41,541/2

Apir172880j41ya  PEIFYZEITL2
(0) (0)
X (1 - 5p,l+1/2,z‘,j> O 111/2,i41/2,j
_ 2
_ Pita V 1 5079 AA+1/2.5 p(O)
\AH1/2,5+1/2 Afo,j+1/2APz'+1/2 Ep,l+1/2,i+1/2,5
><5(0) 5(0)

pl+1/2,04+1,57E,1+1/2,i4+1/2,5
W1 =2
Pit1/2 5079 A\H1/25 p(0)
\AH1/2,54+1/2 A&y j+1/28Pi11)9 Ep,l+1/2,i+1/2,5

(0) (0)
X (1 - 5p,l+1/2,i,j) O¢ 141/2,i+1/2,f (F.33)

/ 2
=(0)[2] B 1- £O,j+1/2 (0)

pl+1/2i-1/2,j-1/2 T Ap Do 1y RG22

0) 0)
X0 141/2,0,3 06 141/2,-1/2.5

_£2
Dit1/2 \/1 500 A\H1/2,5 p(0)

NH1/2.5+1/2 A€, i41/20Di1 /2 Ep,l+1/2,i+1/2,5

(0) (0)
X5p,l+l/2,i,j5§,l+1/2,i—1/2,j (F.34)

_l’_

_l’_

Considerable simplifications occur for uniform momentum and pitch-angle grids. In
that case, 620) = 51(00) = 1/2, while Ap and A&, are constant,

/ 2
—(0)[2u] 1- 50,j+1/2 (0)

pl+1/2,i43/2,5+3/2 = T NN PittDpir 2,i41,5+1/2
Pi+1/2 m \F1/2+1 p(0) F.35
+)\l+1/2,j+1/2 4AEAp fp,l+1/2,i+1/2,j+l( -35)
1—-¢2.
=—(0)[2u] _ 0,j+1/2 D(O)
pltl/2i41/2543/2 =TT A N TP e 2,412

Ji—e
_ AR () (F.36)

AApAL, Pitlpe i141/2,i,5+1/2
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2
—(0)[2v] \/1_50,j+1/2 1(0)

Pl /2i-1/2543/2 = T A Ae T Ptz 41/
Pi+1/2 m 14+1/2,j4+1 (0)
_)\l+1/2,j+1/2 4AEAp A Dgp,l+1/2,i+1/2,j+1(F'37)
—(0)[24] ~ m
M . . = Pit1/2 T\ IH1/2,5+1 (0) ‘ ‘
pl+1/2,i+3/2,j+1/2 \+1/2,5+1/2 4A€0Ap Ep,l+1/2,i+1/2,5+1
pive VI8 \H1/25 O F.38
CONFL/2511/2 AAE Ap Ep,l+1/2,i+1/2,5 (F.38)
—(0)[2u]
pi+1/2,j+1/2 =0
—(0)[2u] . m
Wi ‘ ‘ _ __ Piv1ye AL\ 141/2,541 1 (0) 4 '
pl+1/2,i—1/2,5+1/2 \+1/2,5+1/2 4AEAp Ep,l+1/2,i41/2,5+1
Div12 1- ggvj A+1/2.5 1 (0) F.39
TNF/20H172 AAE A EpI+1/2,i+1/2,) (F.39)
1—¢2
=—(0)[2u] _ 0,j+1/2 D(O)
PAHL/2i43/25-1/2 T T A Ae T P b1 /2041,541/2
Pit1/2 Lo 5(2)73- AH+1/2, p0) (F.40)
COAFL/25+1/2 AAE Ap Ep,i+1/2,i+1/2,5 '
/ 2
—(0)[2y] B 1= g0,j+1/2 p©
pl4+1/2,i+1/2,5-1/2 = _44ApA§0 Pit 1 pe 141 /2,i41,541/2
N
JHL/2(0)
+ 1ApAL, PiDyi1y2541)2 (F.41)
2
=—(0)[2u] B 1_£O,j+1/2 (0)
pl41/2,i—1/2,5—-1/2 = —|—sz PE,l+1/240,5+1/2
Pit1/2 1= §§J~ A\H1/2,5 p0) F.42
+)\l+1/2,j+1/2 4AEAp Ep,l+1/2,i+1/2,5 (F.42)
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Half flux grid interpolation In this case, a single interpolation step is necessary,

(0)(k+1) o 5(0) )(k+1)
fO A4+1/2i43/2,5+1 &1+1/2,i43/2,5+1 fo A+1/2,i+3/2,5+3/2

(0) Y(k+1)
5& I+1/2, z+3/2,]+1f0 I+1/2,i+3/2,5+1/2 (F.43)
(0)(k+1) _ (0) k+1)
fo l+1/27« 1/2 J+1 - (1 - 55,[—"—1/2,1'—1/2,]'4-1) fo,l+1/2,i—1/2,j+3/2
(0) 0)(k+1)
TO¢ 11 /2,i-1 /2,541 70.041/2,i—1/2,541/2 (F.44)
fOk+1) _ _ 5O (0)(k+1)
0,0+1/2,i+3/2,j £,1+1/2, z+3/2,] 0,14+1/2,i+3/2,j+1/2
5(0) f 0)(k+1) (F.45)
E,14+1/2,i+3/2,570,14+1/2,i+3/2,j—1/2 .
(0)(k+1) _ (0) )(k+1)
fOl+1/2’L 1/2,5 (1 5£l+1/21 1/2’]) f()l+1/22 1/2,j+1/2
(0) Y(k+1)
55 14+1/2,i— 1/2,]f0 14+1/2,i—1/2,j—1/2 (F.46)
and
)(k+1) — (0) (0)(k-+1)
foi F1/2441,543/2 (1 B 5pyl+1/2,i+1,j+3/2> fouv1y2ivs/2.548)2
(0) (0)(k+1)
+9 p,l+1/2, z+1,]+3/2f 0,1+1/2,i+1/2,j+3/2 (F47)
0)(k+1) _ (0) (0)(k+1)
fO,l+1/2,i+1,j—1/2 - (]‘ 5p,l+1/2 i+1,5— 1/2) f() J+1/2,i+3/2,j—1/2
(0) (0)(k+1)
+0 pl+1/2,i+1,j—1/270,04+1/2,i+1/2,j—1/2 (F.48)
)(k+1) _ 0) )(k+1)
fO l+1/2 Z,]+3/2 - (1 5}? l+1/2,17]+3/2> fO l+1/2 1+1/27J+3/2

(0) (0)(k+1)
+9 l+1/21,]+3/2f 0,l+1/2,i—1/2,j+3/2 (F.49)

(k+1) _ (0) (k+1)
f01+1/21,]—1/2 - (1_5pl+1/2,2,] 1/2> f0l+1/2z+1/2,j—1/2

(0) (0)(k+1)
+0 pl+1/24,5— 1/2f 0,l+1/2,i—1/2,j—1/2 (F5O)

Matrix coefficients related to cross-derivatives are then

—O) V1= &1

_ (0)
pl+1/2,i4+3/2,j+3/2  — Ale/Q (A&)JH+Afo])leDpf”1/2’“’”1/2

(0)

X (1 o 6p,l+1/2,i+1,j+3/2)

V1= 84
n Pi+1/2 J+ A\H1/2,5+1 p0)
NA+1/2,5+1/2 A€0J+1/2 (Api—i-l + Apz) Ep,l+1/2,i41/2,5+1

(0)

X <1 O¢ 1412, z+3/2,]+1) (F.51)
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=—=(0)[u]

My i12i41/2, 5432 = pi+1D((§))l+1/2 i1,j41/2
) ) )’ Ap2+1/2 (A€07]+1 + ASO,]) psS, ) »J

=(0)[u]
pl+1/2,i—1/2,5+3/2

=(0)[u]
pl+1/2,i+3/2,5+1/2

=—=(0)[u]
My ii1/2i-1/2,541/2

(0)
X0, 11 /9,i41,443/2

2
VI-&ne o

- iD ..
Apit1/2 (Adoj+1 + Aio,j)p PELH1/2,0,5+1/2

X (1 - 5;,(,(,]1)+1/2,i,j+3/2>

2
V L= 80412 (0)

- iD ..
Apit1/2 (Adoj+1 + A50,3')1) PEL+1/2,0,5+1/2

0)
X0y 141/2,i,j+3/2

Pit1/2 Y% 1= §SJ~+1 ; (0)
)\l+1/2,]+1D

C\HL/2,5+1)2 A& 12 (Apis1 + Apy) Epl+1/2,i4+1/2,5+1

(0)
x (1 - 5§,l+1/2,i71/2,j+1) (F.53)

/1 _e2.
Di+1/2 1—=&, AH+1/2,5 ()

C\HL/2,5+1)2 A& 12 (Apir1 + Apy) Epl+1/2,i+1/2,5

X (1 — 5?}[&1/2,i+3/27]’>

Pit+1/2 V 1 =& i+1 (0)
AH1/2541

(F.52)
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and in the special case of uniform momentum and pitch-angle grids
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+ AApAE, Pillpei41/2,i,5+1/2

As expected, both methods merge for uniform momentum and pitch-angle grids, and
matrix coefficients for cross-derivatives are similar.
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Appendix G

MatLab File List

File list in ../Project_ DKE/
Notice_ DKE (directory that contains the TeX documentation)

e Equilibrium files that are automaticaly generated by the test program (here given as
examples)

EQUIL_CMOD.mat
EQUIL_CQL3D_LH.mat
EQUIL_CQL3D_OHM.mat
EQUIL_NSTX.mat
EQUIL_TEST_LORENTZ.mat
EQUIL_TS.mat

o Output files that contain results (here given as examples)
RESULTS_CMOD_S1.mat
RESULTS_CMOD_S2.mat

e Program files
banana_dke_jd.m
besselj_dke_jd.m
bhe_dke_yp.m
bounce_dke_jd.m
bounceparam_dke_yp.m
bremsstrahlung_dke_yp.m
colddisp_-OX_jd.m
colddisp_dke_jd.m
coldeccd_dke_jd.m
coldlhed_dke_jd.m
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G. MatLab File List

comput_dke_yp.m
createwaveparam_dke_yp.m
deriv_dke_yp.m
disp_ebw_jd.m

disp_jd.m
display_dke_lyp.m
display_time_dke_lyp.m
dke_1_4yp.m
ebw_dke_jd.m
eh_dke_yp.c
equilibrium_jd.m
execute_jd.m
fact_dke_jd.m
firstordercollop_dke_yp.m
fluxes_dke_jd.m
fpengine_dke_yp.m
fppgridweights_dke_yp.m
ft_llm_dke_yp.m
g_dke_yp.m
gauleg_dke_yp.m
gradient_dke_jd.m
graphlD_jd.m
grid_dke_yp.m
haug_dke_yp.m

helena/ (directory that contains files for magnetic equilibrium calculations) he-
lena/helenal2a.f

helena/helmex77
helena/helmex77.f
helena/helmex77.mexaxp
helena/ppplib.f
helena/runhel
helena/separatrice.f
helena/separatrice.mexaxp

helena/separatrice TER.m
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helenaequil _f_jd.m
hsneomodels_dke_jd.m
idealeccd_dke_jd.m
idealequil f jd.m
ideallhcd_dke_jd.m
info_dke_yp.m
input_dke_yp.m

integral _dke_jd.m
jseries_dke_jd.m
leg_dke_yp.m
makecircequil_jd.m
makedisp_simparam_jd.m
makedisp_tokparam_jd.m
makedisp_waveparam_jd.m
makegrid_dke_jd.m
makeraytracing.m
mg_interp_jd.m
momentumgrid_dke_jd.m
pc_dke_yp.m
powerdiff_dke_jd.m
propagation_jd.m
psi2rho_jd.m
psim_coldeccd_jd.m
psim_coldlhed_jd.m
psim_dke_lyp.m
psim_idealeccd_jd.m
psim_ideallhcd_jd.m
psim_straightray_jd.m
ptok_dke_lyp.m
gfactors_dke_yp.m
qtilde_dke_jd.m
radialgrid_dke_jd.m
raypath_prop_jd.m

resizejd.m
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rfdiff_dke_jd.m
rfprop_dke_jd.m
rfwave_dke_jd.m
rho2psi_jd.m

rippleTS/ (directory that contains files for magnetic ripple losses. Specific to toka-
mak Tore Supra) rippleT'S/bmaxcalcmj3.m

rippleTS/deltacalmj3.m
rippleTS/detrapmj3.m
rippleT'S/fracmircalcmj3.m
rippleTS/rhocalcmj3.m
rippleTS/sigmacalcmj3.m
rippleTS /thetaconemj3.m
s2c_dke_yp.m
safetyf_dke_jd.m
script_dke_lyp.m
smat2f_jd.m
smooth_dke_yp.m
species_dke_yp.m
straightray_jd.m
stream_dke_jd.m
test_dke_lyp.m
test_grid_dke_yp.m
testboot.m

testlambda.m
tilefigs_dke_yp.m
timescale_dke_lyp.m
tokparamf_jd.m
trapeze_dke_jd.m

trapt.m

trapz_dke_yp.m
warmeccd_dke_jd.m

weights_dke_jd.m
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